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Abstract

We developed and implemented a framework for examining how molecular assay sensitivity for a viral RNA genome target affects its utility for wastewater-based epidemiology. We applied this framework to digital droplet RT-PCR measurements of SARS-CoV-2 and Pepper Mild Mottle Virus genes in wastewater. Measurements were made using 10 replicate wells which allowed for high assay sensitivity, and therefore enabled detection of SARS-CoV-2 RNA even when COVID-19 incidence rates were relatively low (~10^{-5}). We then used a computational downsampling approach to determine how using fewer replicate wells to measure the wastewater concentration reduced assay sensitivity and how the resultant reduction affected the ability to detect SARS-CoV-2 RNA at various COVID-19 incidence rates. When percent of positive droplets was between 0.024% and 0.5% (as was the case for SARS-CoV-2 genes during the Delta surge), measurements obtained with 3 or more wells were similar to those obtained using 10. When percent of positive droplets was less than 0.024% (as was the case prior to the Delta surge), then 6 or more wells were needed to obtain similar results as those obtained using 10 wells. When COVID-19 incidence rate is low (~10^{-5}), as it was before the Delta surge and SARS-CoV-2 gene concentrations are <10^4 cp/g, using 6 wells will yield a detectable concentration 90% of the time. Overall, results support an adaptive approach where assay sensitivity is increased by running 6 or more wells during periods of low SARS-CoV-2 gene concentrations, and 3 or more wells during periods of high SARS-CoV-2 gene concentrations.

Introduction

Wastewater-based epidemiology for severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) is becoming an increasingly important tool in monitoring coronavirus disease 2019 (COVID-19) incidence rates in communities. Monitoring programs that use samples from publicly owned treatment works (POTWs) [1, 2] and from sewer conveyances [3] have actively
been implemented to supplement clinical testing data. Wastewater surveillance has the advantage of providing insights into population health by overcoming limitations of clinical testing, such as test seeking behavior and test availability. Wastewater surveillance has also been used to gain insight into the epidemiology of other respiratory viruses such as influenza A virus [4] and respiratory syncytial virus [5] (RSV), as well as gastrointestinal pathogens such as hepatitis A virus [6] and Salmonella [7]. Therefore, wastewater surveillance is likely to become increasingly useful for assessing various aspects of community health beyond COVID-19.

SARS-CoV-2 RNA concentrations in wastewater, whether measured in the solid or liquid phase or using quantitative or digital reverse-transcription polymerase chain reaction (RT-PCR), correlate to COVID-19 laboratory incidence rates in the population contributing to the wastewater [8–10]. The lower detection limit, or the sensitivity, of any method for detection of SARS-CoV-2 RNA, or any other disease target, will dictate the lowest levels of disease occurrence that can be detected using wastewater.

Digital (RT-)PCR can be a sensitive method for detecting disease targets in wastewater. Digital (RT-)PCR methods divide the entire (RT-)PCR solution (master mix, primers, probes and template) into a large number of partitions (droplets or physical partitions in a plate) such that each partition likely contains only one copy of template nucleic acid. By increasing the number of partitions (assuming their volume remains constant) and the associated reaction volume, the analytical sensitivity of the measurement can be increased. For most digital (RT-)PCR platforms, the number of partitions can be increased by increasing the number of wells on a 96-well plate used to analyze samples; the results from partitions generated by all replicate wells are merged to compute the final measurement. In this context, a well is an aliquot of fluid from which partitions (droplets for droplet digital PCR) are generated. However, increasing the number of wells used for each sample to improve sensitivity increases project reagent costs. In a previous study, we compared the lowest measurable concentration of SARS-CoV-2 RNA reported by different laboratories using different pre-analytical methods and digital RT-PCR, and the detection limit decreased as the number of replicate wells used in the method increased [11]. Authors have reported using between one to ten merged wells without full justification on how the number of wells merged was selected [2, 11, 12].

To survey studies that investigated effect of replicate wells on digital (RT-)PCR sensitivity on environmental sample measurements, we conducted a literature review with the following keywords using Web of Science on July 19, 2022: (((ALL = (air OR soil OR water OR wastewater OR environment"))) AND ALL = ("digital PCR" OR dPCR OR ddPCR OR "digital droplet PCR" OR RT-ddPCR OR RTdPCR OR dRTPCR OR ddRTPCR OR "digital droplet RT-PCR" OR "digital RT-PCR" OR RT-ddPCR OR RT-dd-PCR OR dd-RTPCR OR ddRT-PCR)) AND ALL = (sensitivity OR modeling OR simulation OR "detection limit")). This review resulted in 216 search results: 104 studies passed initial title and abstract screening where the inclusion criteria required a description of digital (RT-)PCR method development or investigation of digital (RT-)PCR sensitivity, and only one study [13] passed the full text screening. This single study [13] proposed statistical models that describe relationships between different digital PCR parameters including number of replicate wells used; however, the study was mostly theoretical and focused on clinical case studies. The other 107 studies mainly focused on comparing digital (RT-)PCR sensitivity to that of other methods like q(RT-)PCR; a few of the papers mentioned the need for replicate PCR samples [14] or the limit of small reaction volume for digital PCR [15–19], with one study pointing out that replicate wells can be merged retrospectively for an increase in sensitivity [20]. To date, no study has empirically investigated how the number of replicate wells affects digital (RT-)PCR sensitivity in environmental samples, and how the resultant sensitivity affects applications of the technology for public health decision making. The present study aims to fill this knowledge gap.
Given the ongoing importance of wastewater surveillance for COVID-19 disease monitoring and its potential use for other disease surveillance, and increasing use of digital (RT-)PCR, it is important to better understand how analytical measurement sensitivity is controlled by increasing the number of (constant volume) partitions, and also how this change in sensitivity affects the use of the measurements for wastewater-based epidemiology applications. To achieve this aim, we measured SARS-CoV-2 RNA and Pepper Mild Mottle Virus (PMMoV) RNA in wastewater solids samples using digital droplet RT-PCR (ddRT-PCR) using 10 replicate wells. We then computationally downsampled the wells to investigate how the number of wells, and thus partitions, affects the lowest measurable concentrations of SARS-CoV-2 and PMMoV genes and associations between SARS-CoV-2 gene measurements and disease incidence rates. The framework developed herein for examining how molecular assay sensitivity for a viral RNA genome target affects its utility for wastewater-based epidemiology is generalizable to other infectious agents and other analytical approaches for measuring molecular targets.

**Materials and methods**

**POTWs and data collection**

Data used in this study was obtained from an on-going SARS-CoV-2 wastewater monitoring program in California, USA described by Wolfe et al. [2] Samples were collected and processed daily between June 1, 2021 to August 31, 2021 from four POTWs: 80 samples from City of Davis Wastewater Treatment Plant (Dav) in Davis, 83 samples from South County Regional Wastewater Authority Wastewater Treatment Plant (Gil) in Gilroy, 75 samples from Ocean-side Water Pollution Control Plant (Ocean) in San Francisco, and 89 samples from San Jose-Santa Clara Regional Wastewater Facility (SJ) in San Jose (listed in the order of size from smallest to largest). Further details on the POTWs and sampling procedures can be found in Wolfe et al. [2] and in Table A in S3 Text. The data reported herein has not been previously published.

The solids samples were processed within 24 hours of collection exactly according to the methods described by Wolfe et al. [2] and are summarized in the S1 Text. In brief, dewatered solids were suspended in a buffer, and then 10 replicate aliquots of the buffer containing a suspension of solids were subjected to RNA extraction and purification, followed by inhibitor removal using commercial kits. The RNA from each of the 10 replicates was assayed in a single 20 μL ddRT-PCR well (10 replicate wells total per sample) to determine SARS-CoV-2 N gene and PMMoV gene concentrations; we also measured recovery of spiked-in bovine coronavirus. The approach of using 10 replicate RNA extracts from 10 replicate solids aliquots per sample allows us to account for variability inherent in the wastewater solids matrix, as viral RNA may be dispersed heterogeneously throughout the matrix. While we recognize that some laboratories may not have the resources for such an approach, we believe biological replication is superior to technical replication for environmental samples owing to the inherent variability of complex environmental matrices. EMMI reporting guidelines [21], which promote transparency in methodologies, and results of controls, were followed in our descriptions below.

Data for each individual well was downloaded from QuantaSoft Analysis Pro software (BioRad, CA, version 1.0.596). Samples for which all wells did not have at least 10 000 generated droplets in each well were eliminated from our analysis. This eliminated a total of 41 SARS-CoV-2 N gene measurements (12 from Dav, 9 from Gil, 17 from Ocean, and 3 from SJ), resulting in 327 measurements for further analysis (89 from Dav, 80 from Gil, 83 from Ocean, 75 from SJ).
COVID-19 epidemiology data
Laboratory confirmed incident cases of COVID-19 as a function of episode date was obtained as described previously [2]; see S2 Text for details.

Downsampling simulation
In order to estimate the SARS-CoV-2 N gene and PMMoV RNA concentration we would have obtained if we had run a smaller number of wells (X = 1–9), we randomly selected X wells from the 10 wells to calculate the resultant concentration:

\[ \text{Concentration (cp/μL)} = -\ln\left(\frac{\text{number of negative droplets}}{\text{total accepted droplets}}\right) / 0.00085 \text{μL} \]

where 0.00085 μL is the volume of a single droplet [22]. If the total number of positive droplets was less than three, the concentration was denoted as not detected (ND).

A thousand simulations were conducted for each possible number of merged wells (X = 1–9) for each sample. The resulting concentrations were converted to units of cp/g dry weight using dimensional analysis [2]. From these thousand simulations, we calculated 1) the percent of the simulations that resulted in less than 3 positive droplets across merged wells and was designated as ND, 2) the median concentration, and 3) its interquartile range (25th and 75th percentiles). No substitution for ND was made, and it was noted whether the median or interquartile range included ND. Similar analyses were performed for ten randomly selected PMMoV measurements from each POTW; each measurement had at least 10 000 total droplets generated in each well. Simulations were conducted using R (version 4.0.4) implemented using RStudio (version 1.4.1106).

Statistical analysis
Statistics were computed using R in conjunction with RStudio (see above), using packages pracma and tidyverse for data analysis, and ggplot2 for data visualization. Shapiro-Wilk test was used to determine whether simulation outputs were normally distributed. The dispersion of the simulation outputs is defined by the interquartile range (IQR). The relative dispersion of the simulation outputs is described as the ratio of the median and the interquartile range. The dispersion and relative dispersion of the simulated concentrations were compared to the standard deviation of the concentration, or the standard deviation normalized by the concentration, respectively, derived from the measurement obtained using 10 wells. The standard deviation of that measurement is the 68% confidence interval as defined by the total error from the instrument software which includes Poisson error and variation among wells; the total error formula is proprietary and not available from the vendor.

Nonparametric Kendall’s τ was used to assess the association between the N gene concentrations in wastewater and laboratory confirmed COVID-19 incidence rates. Kendall’s τ was calculated for both the entire time series and the low incidence month of June. Half of the theoretical lower measurement limit for each number of wells was substituted for measurements considered NDs. Half of the theoretical lower measurement limit was chosen to represent an average of all the concentrations below the theoretical lower measurement limit.

The theoretical lower measurement limit was calculated for each number of merged wells (X = 1–10) by: 1) calculating the concentration resulting from three positive droplets total across merged wells out of 20 000 total accepted droplets (theoretical number of droplets generated) per each well merged, and 2) converting the concentration to units of cp/g dry weight using average solid content for samples from each POTW (Table B in S3 Text).
Linear regression was used to derive an empirical relationship between log_{10}-transformed COVID-19 laboratory-confirmed incidence rates and log_{10}-transformed measured SARS-CoV-2 N gene concentrations using data obtained by merging ten wells; relationships were quantified for each POTW separately, and for the POTWs in aggregate. For the linear regression, NDs were substituted with half the theoretical lower measurement limit calculated for X = 10. Using the empirical relationship between incidence rate and SARS-CoV-2 RNA concentration for the associated POTW, the lowest detectable COVID-19 incidence rate was estimated based on the calculated theoretical lower measurement limits.

A logistic regression was used to model the fraction of samples that were assigned a concentration (versus assigned ND) for X = 1–9 as a function of the true concentration of the sample, defined as the concentration obtained using 10 wells. The concentration corresponding to a detection frequency of 0.5 (C_{0.5}) was calculated using the regression equation. For this analysis, half of the theoretical lower measurement limit was substituted for the 6 NDs for X = 10. All code for simulations and statistics is available through the Stanford Digital Repository (https://purl.stanford.edu/km637ys9238).

The Institutional Review Board of Stanford University determined that this project does not meet the definition of human subject research as defined in federal regulations 45 CFR 46.102 or 21 CFR 50.3 and indicated that no formal IRB review is required.

**Results**

**QA/QC**

We ran a total of 3–7 negative and 1 positive extraction controls, and 3–7 negative and 1 positive PCR controls per plate. All negative controls were ND and positive controls showed positive detections. BCoV was used as a process control to verify that the extraction was successful and there was no gross inhibition in quantification. Samples that had less than 10% recovery of BCoV were rerun; no sample had less than 10% recovery. No further correction or analysis of BCoV recoveries are provided here given the complexities of interpreting recoveries of exogenous controls [23]. PMMoV concentrations across samples are similar to those measured and reported previously, also suggesting no gross issues with extraction or inhibition (Fig A in S3 Text). Data on N and PMMoV gene concentrations are available through the Stanford Digital Repository (https://purl.stanford.edu/km637ys9238).

**Measurement overview**

A total of 327 samples from four different POTW were analyzed for the N gene of SARS-CoV-2. When using ten wells, the SARS-CoV-2 RNA concentration ranged from ND to 3.05 x 10^5 (Dav), ND to 3.64 x 10^5 (Gil), ND to 1.93 x 10^5 (Ocean), and 3.09 x 10^3 to 2.00 x 10^5 cp/g dry weight. A summary of SARS-CoV-2 RNA concentration for each month is shown in the SI (Table C in S3 Text).

**Simulation output trends at high and low concentrations**

For each measurement, a thousand simulations were conducted to sample each possible number of merged wells (X = 1–9) and the results are reported as concentration in units of cp/g dry weight (cp/g, hereafter). The resulting concentration distributions obtained for each X for each measurement were not normally distributed based on Shapiro-Wilk tests (p < 0.05); therefore, medians and interquartile ranges are used to describe the results. Simulation outputs of example measurements for SARS-CoV-2 N gene in samples collected during a period of low COVID-19 incidence (June 1, 2021) and high COVID-19 incidence (August 31, 2021); as well
as example PMMoV gene measurements (June 6, 2021) are provided in Fig 1. The simulation dispersion can be compared to the results obtained using 10 merged wells and its standard deviation, defined by the total error as reported by the ddPCR instrument, which includes errors associated with the Poisson distribution and variability among replicate wells. There are several important insights to glean from these results. First, when the number of positive droplets is less than 3 across the 10 wells (< 0.0015% of droplets positive), and the measurement is deemed as ND (see Dav sample from June 1, 2021), the results obtained from fewer wells agree with the results obtained from 10 wells. Second, when the number of positive droplets is high (for example, for PMMoV where there are $10^4$–$10^5$ positive droplets across 10 wells, 5–50% of droplets positive), then the dispersion as represented by the interquartile range (IQR), in the simulations for $X = 10$ wells is similar to the standard deviation reported by the instrument for $X = 10$ wells. Finally, when the number of positive droplets is intermediate to

![Fig 1. Example output of simulation results to calculate the final concentration in wastewater solids. (Top) SARS-CoV-2 N gene in June 1, 2021 sample during low COVID-19 incidence, (middle) SARS-CoV-2 N gene in August 31, 2021 sample during high COVID-19 incidence, and (bottom) for PMMoV in June 6, 2021 sample. For $X = 1–9$, the circle in the box represents the median, and the top and bottom of the box represent 75th and 25th percentile, respectively. Any X that resulted in ND in all simulations are marked with an unfilled circle. For $X = 10$, the circle in the red box represents the software reported concentration from merging all ten wells, and the top and bottom of the box represent upper and lower confidence intervals, respectively, from 68% total error as given by the instrument software, which includes errors associated with the Poisson distribution and variability among replicate wells. Percentage of positive droplets in 10 wells is shown in boxes within each plot.](https://doi.org/10.1371/journal.pwat.0000066.g001)
these two regimes (fraction of positive droplets between 0.0015% and 0.5%), then the IQR increases as $X$ decreases and is often greater than the standard deviation from the $X = 10$ well measurement, particularly when $X < 3$. Below SARS-CoV-2 concentration of $10^4$ cp/g (where the fraction of positive droplets is 0.0062% - 0.024% depending on POTW), the value of $X$ below which the relative dispersion, defined by IQR divided by the median, is larger than the standard deviation normalized by the measured concentration for $X = 10$ scales inversely with SARS-CoV-2 N gene concentration (Fig B in S3 Text).

As PMMoV is present in such high concentrations and the measurements yielded high positive droplet counts, resulting in similar concentrations across $X = 1–10$, the remainder of this analysis will focus on the SARS-CoV-2 N gene concentrations, as those measurements yielded low to intermediate positive droplet counts.

**Theoretical sensitivity**

An empirical relationship between the $\log_{10}$-transformed COVID-19 incidence rate and the $\log_{10}$-transformed SARS-CoV-2 concentration using ten merged wells was derived with linear regression. The regression showed that for 1 $\log_{10}$ increase in SARS-CoV-2 RNA cp/g, there was between 0.50 and 0.88 $\log_{10}$ increase in laboratory-confirmed COVID-19 incidence rate (Table D in S3 Text), depending on the POTW. The data from all four POTWs appear to fall on a single line when COVID-19 incidence rate is plotted against SARS-CoV-2 concentration (Fig C in S3 Text); when data from all POTW are combined, there was a 0.64 $\log_{10}$ increase in laboratory-confirmed COVID-19 incidence rate for 1 $\log_{10}$ increase in SARS-CoV-2 RNA cp/g.

Theoretical lower measurement limit (Table E in S3 Text) and the corresponding incidence rate lower limit (Table F in S3 Text) was calculated. The theoretical lower measurement limit for each POTW ranged from 7500 (SJ) to 24000 (Gil) cp/g when using only one well and from 750 (SJ) to 2400 (Gil) cp/g when using ten merged wells. Since this theoretical lower measurement limit was calculated with average solid content of samples from each POTW by measuring the percent weight of the dewatered solids and assuming a total of 20 000 generated droplets, the observed lower measurement limit may be different. The corresponding incidence rate lower limit per 100 000, calculated using the empirical relationships in Table D in S3 Text, ranged from 1.6 (SJ) to 6.9 (Gil) when using one well and from 0.2 (SJ) to 1.4 (Gil) when using ten merged wells (Table F in S3 Text).

**Association with clinical data**

Time series of median concentrations resulting from a thousand simulations for each measurement for all possible numbers of wells are provided in Fig D in S3 Text, with $X = 1, 3, 6$ highlighted in Fig 2. Lines representing low number of wells deviate from those representing higher number of wells during the low incidence rate period in June 2021 when SARS-CoV-2 N gene concentrations in wastewater were relatively low. When the entire study period of June 1, 2021 to August 31, 2021 was considered, SARS-CoV-2 N gene concentrations were positively and significantly correlated with 7-day smoothed COVID-19 incidence rates at all four POTWs regardless of $X$ (Table G in S3 Text, tau $> 0.54$, $p < 0.05$ for all); $X$ did not have an effect on Kendall’s tau when considering the entire time series (tau changed by $< 0.05$ as $X$ varied). However, when considering the month of June alone when COVID-19 incidence rate was relatively low, SARS-CoV-2 N gene concentrations were positively and significantly correlated with 7-day smoothed COVID-19 incidence rates only when $X > 1$ ($\alpha = 0.1$) and $X$ did affect tau by as much as 0.15 (Table H in S3 Text).
Detection frequency

Detection frequency for SARS-CoV-2 N gene across all POTWs was examined as a function of X and the true concentration of N gene, as defined by the concentration obtained using 10 merged wells (Fig 3). Logistic regressions were fit to the curves (Table I in S3 Text) and the

Fig 2. Time series of SARS-CoV-2 N gene concentration in wastewater solids. (Top to bottom) X = 1, 3, 6, for wastewater SARS-CoV-2 gene concentration (cp/g dry weight) and 7 day centered smoothed average laboratory-confirmed SARS-CoV-2 incidence rate for each of the four POTWs from June 1, 2021 to August 31, 2021. Note that the SARS-CoV-2 N gene concentrations are displayed in log_{10}-scale format for ease of visualization. Each wastewater data point represents median SARS-CoV-2 RNA concentration for a single sample obtained from 1000 simulations; for X = 10, each data point is the concentration obtained by merging 10 wells. Samples that resulted in ND were substituted with zero. A figure showing all possible numbers of merged wells is included in the SI (Fig D in S3 Text).

https://doi.org/10.1371/journal.pwat.0000066.g002

Fig 3. Detection frequency for all samples across four POTWs against true concentration. True concentration is defined as concentration obtained by merging all ten wells. Each data point shows the fraction of 1000 simulations that did not result in ND in each well on the y-axis and its true concentration on the x-axis. ND for X = 10 was substituted with half of the theoretical lower measurement limit. 95% confidence intervals of the logistic regression are shown as the gray ribbon.

https://doi.org/10.1371/journal.pwat.0000066.g003
concentration at which the detection frequency is $\leq 0.5$ ($C_{0.5}$) was calculated, as well as the corresponding incidence rate using the empirical relationship between log-transformed SARS-CoV-2 RNA $N$ gene concentrations and laboratory-confirmed COVID-19 incidence rates using 10 merged wells for all POTWs derived in Table D in S3 Text.

<table>
<thead>
<tr>
<th>Merged</th>
<th>$C_{0.5}$ (cp/g)</th>
<th>Incidence Rate $^{b}$ (#/100,000)</th>
<th>% Samples under $C_{0.5}$ $^{c}$ (All, June)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10 900</td>
<td>3.7 ± 0.1</td>
<td>33%, 81%</td>
</tr>
<tr>
<td>2</td>
<td>5 620</td>
<td>2.4 ± 0.1</td>
<td>17%, 46%</td>
</tr>
<tr>
<td>3</td>
<td>3 650</td>
<td>1.9 ± 0.1</td>
<td>13%, 38%</td>
</tr>
<tr>
<td>4</td>
<td>2 430</td>
<td>1.4 ± 0.1</td>
<td>10%, 29%</td>
</tr>
<tr>
<td>5</td>
<td>1 650</td>
<td>1.1 ± 0.1</td>
<td>6.1%, 18%</td>
</tr>
<tr>
<td>6</td>
<td>1 180</td>
<td>0.9 ± 0.1</td>
<td>3.1%, 8.8%</td>
</tr>
<tr>
<td>7</td>
<td>895</td>
<td>0.8 ± 0.1</td>
<td>1.8%, 5.3%</td>
</tr>
<tr>
<td>8</td>
<td>783</td>
<td>0.7 ± 0.1</td>
<td>1.5%, 4.4%</td>
</tr>
<tr>
<td>9</td>
<td>772</td>
<td>0.7 ± 0.1</td>
<td>1.5%, 4.4%</td>
</tr>
<tr>
<td>10</td>
<td>746</td>
<td>0.7 ± 0.1</td>
<td>1.5%, 4.4%</td>
</tr>
</tbody>
</table>

$^{a}$ $C_{0.5}$ shows the concentration that would yield a detect half the time in units of cp/g dry weight, calculated using the logistic regression (Fig 3).  
$^{b}$ Incidence rate shows the number of people out of 100,000 that corresponds to $C_{0.5}$ calculated using the empirical relationship between log-transformed SARS-CoV-2 RNA $N$ gene concentrations and laboratory-confirmed COVID-19 incidence rates for all POTWs (Table 1). As there were not as many measurements that resulted in ND for $X > 8$, the confidence interval of the logistic regression is relatively large, especially for $X = 9$ and 10. Therefore $C_{0.5}$ derived for $X = 9$ and 10 is an extrapolation of the data used in this study and may be more uncertain. $C_{0.5}$ scales with $X$ according to the following equation $\log_{10}(C_{0.5}) = -0.13 X + 4.0$ ($R^2 = 0.90$, $p$-value $< 10^{-4}$). Percentage of samples that fall under $C_{0.5}$ for each $X$ during the entire time series of three months and during the month of June was calculated. Most samples that fell under $C_{0.5}$ were collected in June. Fig 4 shows data exclusively in June 2021 to focus on this time period; measurements obtained using $X = 10$ are shown with the concentration at

https://doi.org/10.1371/journal.pwat.0000066.t001

Fig 4. Time series of SARS-CoV-2 concentration in wastewater solids during low COVID-19 incidence month of June. Note that the SARS-CoV-2 RNA concentrations are displayed in $\log_{10}$-scale format for ease of visualization. Each wastewater data point represents SARS-CoV-2 concentration measured for a single sample. Samples above the lower measurement limit are shown as filled circles. Samples that resulted in ND, shown as empty circles, were substituted with half the lower measurement limit.

https://doi.org/10.1371/journal.pwat.0000066.g004
which the detection frequency is \( \leq 0.5 \) for \( X = 1, 3, 6, 10 \) is shown in dashed lines. During this low incidence rate period, for \( X = 1 \), 81\% (92 of 113) measurements fall below the \( C_{0.5} \) across all POTWs. For \( X = 3 \), 38\% (43 of 113) measurements, and for \( X = 6 \), 8.8\% (10 of 113) fall below the corresponding \( C_{0.5} \). For reference, when \( X = 10 \), 4.4\% (5 of 113) measurements fall below the \( C_{0.5} \) across all POTWs.

**Discussion**

With the growing interest in application of wastewater-based epidemiology to various infectious diseases, it is crucial to understand how sensitivity of the assay used to measure infectious disease targets impacts the ability to use wastewater measurements to represent community disease burden. The COVID-19 pandemic provides a unique opportunity to investigate this relationship as active disease surveillance during the first year and a half of the pandemic provides relatively robust disease incidence data [24]. In this study, we developed a framework for investigating how the number of merged replicate wells in digital RT-PCR affects the lowest measurable concentration and number of non-detects, and in turn influences the use of the measurements to detect low incidence rates in the community, or to infer trends in disease occurrence. Understanding this relationship is important in optimizing surveillance efforts for COVID-19 and other infectious diseases.

We measured concentrations of SARS-CoV-2 and PMMoV genes daily in wastewater settled solids at four POTWs in California using ddRT-PCR during a period of time that included both low (\( \sim 10^{-5} \)) and high (\( >10^{-4} \)) COVID-19 incidence rates. We used 10 merged wells for the measurements, and then determined how the measurement would have been affected by using fewer than 10 wells through a down-sampling scheme. Our findings indicate that when a large fraction of droplets are positive (\( >5\% \) positive), as was observed for PMMoV, a virus found in high quantity in human stool and wastewater [25], concentrations measured using just one well are similar to those obtained using ten when considering the variability associated with the measurements. On the other hand, when a smaller fraction of droplets are positive (\(<0.5\%)\), as was the case for the SARS-CoV-2 gene measurements and expected for other human viral gene targets, using fewer wells can result in measurements that may vary from those obtained using 10 wells and produce more measurements characterized as non-detects.

For the SARS-CoV-2 gene measurements, variability in measurements increased as the number of wells decreased. Generally, we found that when the fraction of positive droplets was greater than 0.024\% (corresponding to a conservative approximate concentration of \( 10^7 \) cp/g dry weight), that the variability in the measurement resulting from using 3 or more wells was similar or smaller than the measurement total error obtained using 10 wells. In contrast, when the fraction of positive droplets was less than 0.024\%, the variability in the measurements resulting from using 6 or more wells was similar or smaller than the measurement total error obtained using 10 wells. These results could guide adaptive analysis plans that use fewer wells to reduce costs when concentrations of SARS-CoV-2 are relatively high.

The probability of obtaining a non-detect increased as the SARS-CoV-2 gene concentration decreased and the number of wells used in ddRT-PCR decreased. Using logistic regression, we identified the concentration at which the detection frequency was less than 0.5 (\( C_{0.5} \)), and this value varies inversely with the number of wells; that is \( C_{0.5} \) is higher when fewer wells are used for ddRT-PCR. This means that when low concentrations of SARS-CoV-2 genes are expected, using too few wells can result in a large number of non-detects. For example, during the low incidence period of June, if only 1 well had been used instead of 10, 92 of the 113 measurements across four POTWs would have been below \( C_{0.5} \). We found that at least 6 wells were needed to achieve 90\% of the measurements to be above \( C_{0.5} \) for June 2021.
Consistent with other studies, the wastewater concentration showed positive and significant correlation with 7-day smoothed COVID-19 incidence rates [1–3, 8–12]. When there was variation in COVID-19 incidence rates within the time frame being investigated (here before and during the Delta variant surge), the number of wells being used for the analysis did not affect the magnitude or statistical significance of the correlation. There was a positive and significant correlation even when using only one well because there was enough variation in both variables, although the majority of June measurements were characterized as non-detects. This illustrates that finding a significant correlation between disease incidence and SARS-CoV-2 gene concentrations does not necessarily indicate good measurement sensitivity. It should be noted that while we take the laboratory confirmed COVID-19 incidence rates to be reflective of the level of COVID-19 that the community is experiencing, they are likely an underestimate of incidence rates in the sewershed as the reported incidence rates are dependent on test-seeking behavior and test availability [26].

The results described here on the effect of the number of wells used for ddRT-PCR on sensitivity of PMMoV and SARS-CoV-2 measurements are extendable to other platforms and other gene targets. Increasing the number of wells is analogous to increasing the volume of the PCR reaction (for any PCR method) and increasing the number of (constant volume) partitions for digital PCR applications. Although uncommon, some researchers have previously also used a similar approach to increase sensitivity of qPCR by adding the resulting concentration of replicates [27]. Similarly, the recommendations for increased sensitivity herein apply to other gene targets. Generally, for any high copy number target, like PMMoV, increased sensitivity is generally not needed, so efforts to improve sensitivity through replication are unnecessary. Examples of other high copy targets in wastewater matrices include the 16S rRNA and crAssphage genes. For lower copy number targets, or rare targets, increased sensitivity is likely needed particularly if the results will be used for disease surveillance. Examples include other viral targets like norovirus and rotavirus RNA or bacterial targets like those for Salmonella or Campylobacter.

There are a few limitations of this analysis. First, in our analysis, we assumed that the measurement obtained using 10 wells is the “true concentration” and compared all results simulated with fewer than 10 wells to the true concentration and its error from the ddRT-PCR instrument. Second, the results presented herein regarding assay sensitivity, and in particular the C_{0.5} values in Table 1 are specific to the methods applied in this study. The relationship between the number of wells used to the number of non-detects, and the lowest measurable concentration will be impacted by the pre-analytical and analytical processes used. Additionally, we were able to do a large number of replicates, each with its own extraction to embrace the variability one might expect in environmental samples, which not all labs may be capable of due to cost constraints. However, we would not expect the general trend of reduced sensitivity with fewer merged PCR wells to change if the replication scheme was different.

Although the specific values in Table 1 are only extendable to other studies using our methods (available on protocols.io [28–30]), the framework for examining the required sensitivity for wastewater surveillance is extendable to all studies. That is, careful attention to how sensitivity affects the lowest measurable concentration and the number of non-detects, as well as the relationships between these values and laboratory confirmed COVID-19 incidence rates is needed to fully understand how decisions on assay implementation are made.

**Conclusions**

We developed and implemented a framework for examining how molecular assay sensitivity for a viral RNA genome target affects its utility for wastewater-based epidemiology. The
framework involves understanding how assay sensitivity affects lowest measurable concentrations in units of copies per environmental matrix mass, and the detection probability of a target that is present; and how this change during periods of different disease occurrence can affect resultant statistical associations between the viral target and measures of disease incidence. We applied this framework to digital droplet RT-PCR (ddRT-PCR) measurements of a SARS-CoV-2 gene made using 10 replicate wells, and determined how using fewer wells affected assay sensitivity and its performance for wastewater-based epidemiology applications. From a reagent cost savings perspective, we recommend an adaptive analytical approach where assay sensitivity is increased by running more replicate wells (6 or more) during periods of low SARS-CoV-2 gene concentrations (using our methods, \(< 10^4 \text{ cp/g}\)) and COVID-19 incidence rate (\(< 3.5/100 000\)) and fewer replicate wells (3 or more) during periods of higher SARS-CoV-2 RNA concentrations and COVID-19 incidence. While the precise recommendations here are only generalizable if one is using the same pre-analytical and analytical protocols, the framework and the conclusion that adaptive approaches can reduce costs and increase sensitivity during periods of low disease incidence can be applied to other methods and other wastewater-based epidemiology targets.
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