Combining molecular dynamics simulations and scoring method to computationally model ubiquitylated linker histones in chromatosomes
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Abstract

The chromatin in eukaryotic cells plays a fundamental role in all processes during a cell’s life cycle. This nucleoprotein is normally tightly packed but needs to be unpacked for expression and division. The linker histones are critical for such packaging processes and while most experimental and simulation works recognize their crucial importance, the focus is nearly always set on the nucleosome as the basic chromatin building block. Linker histones can undergo several modifications, but only few studies on their ubiquitylation have been conducted. Mono-ubiquitylated linker histones (HUb), while poorly understood, are expected to influence DNA compaction. The size of ubiquitin and the globular domain of the linker histone are comparable and one would expect an increased disorder upon ubiquitylation of the linker histone. However, the formation of higher order chromatin is not hindered and ubiquitylation of the linker histone may even promote gene expression. Structural data on chromatosomes is rare and HUb has never been modeled in a chromatosome so far. Descriptions of the chromatin complex with HUb would greatly benefit from computational structural data. In this study we generate molecular dynamics simulation data for six differently linked HUb variants with the help of a sampling scheme tailored to drive the exploration of phase space. We identify conformational sub-states of the six HUb variants using the sketch-map algorithm for dimensionality reduction and iterative HDBSCAN for clustering on the excessively sampled, shallow free energy landscapes. We present a highly efficient geometric scoring method to identify sub-states of HUb that fit into the nucleosome. We predict HUb conformations inside a nucleosome using on-dyad and off-dyad chromatosome structures as reference and show that unbiased simulations of HUb produce significantly more fitting than non-fitting HUb conformations. A tetranucleosome array is used to show that ubiquitylation can even occur in chromatin without too much steric clashes.
Author summary

In eukaryotic cells the linker histones play a crucial role in the formation of higher order nucleoprotein complex of DNA, especially for the arrangement of the nucleosomes. Histones can undergo several modifications, but modification of a linker histone with a single ubiquitin (mono-ubiquitylation) remains one of the least understood epigenetic modifications. One reason is the inaccessibility of homogeneously modified linker histones for experimental methods, which are crucial for distinct studies. We combine molecular dynamics simulations with machine learning-based approaches to study the influence of mono-ubiquitylation in linker histones on DNA interaction and their ability to form higher order chromatin structures. We were able to determine the probable states in six differently linked histone-ubiquitin complexes via accelerating classical molecular dynamics simulations and using advanced state characterization techniques. While it is possible to access the chromatosome with ubiquitylated linker histone computationally, even faster sampling techniques like coarse-graining and Brownian dynamics can greatly benefit from an ensemble of atomistic structures. We developed an efficient geometric scoring technique to select biologically relevant structures of all six mono-ubiquitylated linker histones that can bind to nucleosome and present them as atomistic starting structures for further studies.

Introduction

Chromatin is the nucleoprotein complex in cells in which DNA is packed. Besides the DNA it is composed of various histone and non-histone proteins. [1] The basic building block of chromatin is the nucleosome, a complex which is formed when ≈ 147–167bp of DNA wrap around an octameric protein complex of four pairs of core histones. [2] In chromatin, the nucleosome is accompanied by a linker histone and this complex is then called chromatosome. The linker histone interacts with the DNA linkers which connect the chromatosomes and thus directly influences higher packing of the chromatin [3], such as the formation and structure of the 30nm chromatin fiber. The nature of linker histone binding modes and chromatin packing is a topic of ongoing research. [4–10]

The binding affinity of the linker histone to the chromatin can be affected by the histone’s post-translational modifications, such as methylation, acetylation, phosphorylation, etc. [11] One such post-translational modification is the formation of an isopeptide bond between a substrate protein’s lysine residue and the C-terminus of the protein ubiquitin (Ub) (termed as “ubiquitylation” or “ubiquitination”). Ubiquitylation is known to occur at the core histones, where it can regulate, among others, gene silencing, [12] chromatosome dynamics, and ultimately DNA accessibility [13]. Later ubiquitylation was discovered to also occur on the linker histone (Fig 1). [14–16] Furthermore, polyubiquitylation of the linker histone has been identified as an intermediate in the repair of double strand DNA break. [17, 18] The chromatin system has also been studied in silico in various resolutions ranging from highly abstracted models where the nucleosome comprises a rigid body to multiscale and all-atom simulations of the nucleosome core structure. [19–23] However, most of the studies exclude the linker histone from their models, despite acknowledging the importance of this protein in the formation mechanism of higher order chromatin. The position of the linker histone in the “pocket” of linker and core DNA, i.e. the binding modes, has been subject of discussion but most probably varies between a symmetric on-dyad mode and an asymmetric off-dyad mode. [10, 24–27] Recently, all-atom and multiscale simulations have been conducted to further investigate the
nucleosome/chromatosome system. In general, simulation methods at all scales benefit from atomistic data. So has the nucleosome PDB ID 1KX5 been used for all-atom MD, coarse-grained MD, and Monte Carlo simulations. While new efforts have been made to include the flexible tails of the linker histone, ubiquitylation of the linker histone remains underrepresented.

First investigations assessing the influence of ubiquitylated linker histone (HUb) on the chromatosome complex suggested a trend towards a compaction of chromatosome arrays upon ubiquitylation. However, some studies have shown that ubiquitylation of histones and especially K30 ubiquitylated linker histone (K64 in human H1.2, see Fig 1 for comparison of lysines' numbering) prevent compaction, relax the structure, and promote transcription. Given the geometry of the system it seems astounding that Ub can form a covalent bond to the similar sized globular domain of the linker histone while still allowing a functional and ordered complex to form. Even more so, when an array of multiple chromatosomes is considered. Structural data on ubiquitylated linker histones is still not available.

As many cellular processes depend on chromatin accessibility, static or dynamic structural data of HUb isolated and HUb inside a chromatosome would greatly benefit from further research. Structural data on the chromatosome is sparse: the protein database lists 8 such structures, as of this study: 4QLC, 5NL0, and 5WCU (rows 1–3) exhibit an on-dyad binding mode of the linker histone. The reference structure of the off-dyad binding mode (row 5) was obtained via HADDOCK docking using a nucleosome from 1ZBB and PDB 1HST as the histone. X-ray 1ZBB is used as a reference for an array of multiple nucleosomes. The last row represents the present study. We use PDB 1GHC as the linker histone (also see Fig 1 for a sequence alignment of the linker histones).

Table 1. Five chromatosome structures used as reference in this study: PDBs 4QLC, 5NL0, and 5WCU (rows 1–3) exhibit an on-dyad binding mode of the linker histone. The reference structure of the off-dyad binding mode (row 5) was obtained via HADDOCK docking using a nucleosome from 1ZBB and PDB 1HST as the histone. PDB 1ZBB is used as a reference for an array of multiple nucleosomes. The last row represents the present study. We use PDB 1GHC as the linker histone (also see Fig 1 for a sequence alignment of the linker histones).

<table>
<thead>
<tr>
<th>Method</th>
<th>PDB ID</th>
<th>binding mode</th>
<th>Year</th>
<th>Core histone organism</th>
<th>Linker histone organism</th>
<th>DNA sequence</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>X-ray</td>
<td>4QLC</td>
<td>on-dyad</td>
<td>2014</td>
<td>D. melanogaster</td>
<td>G. gallus</td>
<td>Widom 601</td>
<td>Zhou et al. [42]</td>
</tr>
<tr>
<td>X-ray</td>
<td>5NL0</td>
<td>on-dyad</td>
<td>2017</td>
<td>X. laevis</td>
<td>X. laevis</td>
<td>Widom 601</td>
<td>Bednar et al. [37]</td>
</tr>
<tr>
<td>X-ray</td>
<td>SWCU</td>
<td>on-dyad</td>
<td>2018</td>
<td>D. melanogaster</td>
<td>G. gallus</td>
<td>Widom 601</td>
<td>Zhou et al. [43]</td>
</tr>
<tr>
<td>HADDOCK</td>
<td>-</td>
<td>off-dyad</td>
<td>2013</td>
<td>X. laevis (taken from 1ZBB)</td>
<td>G. gallus H5 (PDB 1HST)</td>
<td>Widom 601</td>
<td>Zhou et al. [10]</td>
</tr>
<tr>
<td>X-ray</td>
<td>1ZBB</td>
<td>-</td>
<td>2005</td>
<td>X. laevis</td>
<td>-</td>
<td>Widom 601</td>
<td>Schalch et al. [4]</td>
</tr>
<tr>
<td>molecular modeling</td>
<td>all both</td>
<td>2023</td>
<td>all</td>
<td>G. gallus H1 (PDB 1GHC)</td>
<td>Widom 601</td>
<td>this study</td>
<td></td>
</tr>
</tbody>
</table>
of ubiquitylated linker histone have yet been published. Attempts to crystallize HUb in a chromatosome complex have not been fruitful so far. [49] In this study, we rely on the structural data summarized in Table 1 as basis for all further modeling. The structure in off-dyad binding mode obtained by molecular docking was kindly provided by Dr. Yawen Bai. [10] A notable example is the tetranucleosome array PDB 1ZBB crystallized by Schalch et al. [4] which we will use to bridge the gap between single nucleosome/chromatosome structures and higher order chromatin.

The X-ray and HADDOCK methods provide valuable first steps for structural data on the chromatosome. However, they strive to find a single structure of an inherently dynamic system. In this paper we aim for the combination of molecular dynamics simulations with machine learning techniques to explore the conformational landscape of ubiquitylated linker histone. We offer possible conformations of HUb in chromatosomes and chromatosome arrays to reveal a novel view into DNA regulation by ubiquitylation. We generate an extensive library of conformations of differently ubiquitylated linker histones using molecular dynamics (MD) simulations guided by our own enhanced sampling algorithm [51]. We reduce the data size by excluding statistically insignificant/physically improbable structures through clustering in a dimensionally-reduced space. We present a particularly efficient geometric scoring method for this system which is then used to analyze if and how the ubiquitylated linker histone fits into the chromatosome—and if this is dependent on the ubiquitination site. Last but not least we use the same methods on a tetranucleosome array to bridge the gap between isolated chromatosomes and chromatin fibers. The workflow employed in this study is visualized in Fig 2. It can be summarized into three main steps: 1) exploration of conformational phase

---

![Fig 2. Illustration of data-generation (top half) and analysis (lower half) workflow to identify possible structures of ubiquitylated linker histone in a chromatosome.](https://doi.org/10.1371/journal.pcbi.1010531.g002)
space; 2) identification of representative conformational states; 3) scoring of HUb in on-dyad and off-dyad mono chromatosomes, and a tetranucleosome array.

**Results**

We make general assessments of the conformational properties of the six HUb variants and propose the identified clusters as structurally stable sub-states to be used as input for the inter-penetration and scoring algorithm presented in Materials and methods. Doing so, we are able to screen through all simulation frames and find HUb conformations that fit into the DNA “pocket” of a nucleosome and a tetranucleosome array.

**Structural diversity of six differently ubiquitylated histones**

The complete set of 1180 simulations (≈ 35 μs of aggregated simulated time) of the six HUb variants was projected into the same low-dimensional space with the sketch-map dimensionality reduction algorithm. In this projection the closeness of any two points is related to the structural similarity of the respective protein’s conformations. Patches with high density contain similar structures of very little Root mean square deviation (RMSD) variance, whereas solitary points represent statistically insignificant structures which can be—especially after the exhaustive sampling conducted here—viewed as transition states. RMSDs between structures belonging to high-density basins are loosely proportional to their respective distance in sketch-map space, however, they are not linearly related (Fig 3B and 3E). Using this method we could identify large regions of unique structures for every ubiquitylation variant and small intersections of these regions, where the conformational space of two or more variants overlap (Fig 3A). The starting sidechain dihedral angle $\chi_3$ is the second most prominent feature (Fig 3D). These map regions cannot be taken as statistical weights for certain conformations as for that a notion of density is required (Fig 3C). After the removal of high density regions (Sec. S2.3, S2 Text, S5 Fig) the density can be compared with the similar di-Ubiquitin protein (diUb). The density map is more shallow than similar diUbs. This is due to the histone’s conformational space which is greater, when compared to ubiquitin (i.e. the histone is more flexible) and the expansion scheme driving the simulation away from meta-stable, local-minima conformations. We additionally questioned the completeness of the conducted sampling and stability of obtained meta-stable states, but assessing ergodicity is out of the scope of this work.

After creating the exhaustive structural library for all six HUb variants we can address more interesting questions on: how many meta-stable states does HUb assume and which of these states can bind to a nucleosome.

**Identification of characteristic conformational states of HUb**

The visual inspection of the 2D sketch-map projections already reveals the enormity of the conformational landscape of the six variants. Each point in sketch-map space represents one conformation sampled by an unbiased MD simulation. High density regions represent statistically significant sub-states of the variant’s combined phase space. The task of identifying these states can be reduced to a grouping of similar features—clustering.

Considering size and properties of the given data there are some requirements to a clustering method to be able to define meta-stable states in the 2D sketch-map projection: 1) handle vast amount of points; 2) work without requiring a predefined number of clusters; 3) distinguish between dense basins of any size and shape (meta-stable configurations) and low density background (transition states).

We found the hierarchical density-based clustering algorithm HDBSCAN with iterative application particularly well suited for this task. HDBSCAN transforms the space before
building a single linkage tree thus pushing "noise" (sparse regions) further away from the dense data. We applied this algorithm iteratively, first to exclude high density regions with high RMSD variance (artifacts of the projection algorithm, see Sec. S2.3, S2 Text, S5 Fig), and then to gradually define clusters proceeding from large to small by decrementing the hyper-parameter (more details on the algorithm can be found in Materials and methods: Identifying characteristic conformational states of HUb).

With this iterative clustering approach we extracted 496 clusters which represent \( \approx 30\% \) of the variants’ conformational space (Fig 4). Compared to just observing the 2D projections of the phase spaces of differently linked HUB, clustering allowed us to better analyze the joint phase space of HUB’s. Out of the 496 clusters only 64 (12% of all clustered points, 2% of all points) were sampled by a single trajectory. This points towards a convergence of the
conformational space sampled by the MD simulations. A fifth of all clustered points (keep in mind that clusters can have different populations) are part of clusters that contain structures from multiple topological different variants. This implies meta-stable HUb states, which are not specific to the linker position, and this can be a hint to the question, why no significant difference can be seen in the experiments for different ubiquitylation sites. [49] The presence of clusters with differently ubiquitylated variants also confirms the advantage of using our expansion scheme compared to straightforward MD, as applying sketch-map and HDBSCAN to the initial simulations (S2 Fig) resulted in clusters exclusively built from single trajectories.

Scoring HUb conformations into nucleosome structures

Scoring single structures into nucleosomes. The interpenetration and scoring algorithm (ISA) allows a fast scoring of all simulated HUb conformations (see Materials and methods: Fitting HUb into the chromatosome). As a first introduction to the ISA scores we will use K30Ub and place it into the 5NL0 nucleosome. The sketch-map projection can now be colored by the score, revealing distinct regions of higher and lower scores (Fig 5A). The lowest ISA score observed for placing K30Ub into 5NL0 is 8.4 and the highest is 406.2. The previously identified clusters represent (meta-)stable sub-states on the protein’s folding pathway and as such are good candidates to identify states of lower scores which are also likely to occur in real-life systems.

We used 4 different chromatosome structures as receptors (rows 1–3 on-dyad H1 binding mode, row 4 off-dyad binding mode in Table 1). Thus, the resulting scores can not only be split up into the different ubiquitylation sites (Fig 6C) but also into the different receptor nucleosomes (Fig 6E). See S8 Fig for the comparison of all ISA scores for monochromatosomes. Although the number of atoms varies for these nucleosome structures we still can assume that low and high scores can be compared within the margin of error. A score of 0 is achievable when no intersections occurs at all. ISA scores ranging from 0 to 473 were observed. We chose
an ISA score of 100 as a cutoff (the 75th percentile of all scores lies at 89.9, which after visual inspection of edge cases was deemed a good choice (S9 Fig)) and conformations with scores lower than 100 were designated as “fitting”. Structures in between scores of 100 and 150 typically intersect with the DNA linkers (e.g. Fig 5D) or the nucleosomal core. If an intersection with the DNA linker occurs the structure could potentially still be used for MD simulations after energy minimization, which is not pursued here. Protein conformations with scores of 150 and above are designated as not fitting.

The distribution of scores is skewed to lower scores. Although the HUb proteins were simulated in water without any nucleic acid present, the overall majority of sampled structures fits...
Fig 6. Scores and renders of the six HUb variants in the four chromatosome structures. In (A) the sketch-map projection is colored according to the ISA score where a specific region exhibits high scores and contains non-fitting HUb conformations. The distribution of scores can be seen in (B), (C), and (E). The clusters with the lowest scores of the parent chromatosomes 5NL0, 5WCU, 4QLC, and the off-dyad structure are shown in (D, F-H), their location annotated in (A). Coloration of renders is in line with Fig 5. Note, that the lowest scoring cluster for 5WCU (F) and 4QLC (G) is the same cluster. Both chromatosomes are structurally very similar, missing the DNA linkers that are present in 5NL0. Also note, how the Ub subunit of the lowest scoring cluster fitted into the off-dyad chromatosome points into a different direction. The off-dyad structure in (H) contains the tail domains of the core histones. In (I), the crystal structure of 1UBQ was colored according to the average per-residue minimal distance to DNA after placing HUb into 5NL0. The possible values range from red (closest) to blue (farthest).

https://doi.org/10.1371/journal.pcbi.1010531.g006
into the nucleosome (Fig 5B). This coincides with studies observing reconstituted HUb chromatosomes to still form orderly complexes and not break the complex completely. [39] The chromatosome with off-dyad binding linker histone exhibits greater deviations because its core histones contain the flexible tails, that the other chromatosomes lack. The superposed conformations of the ubiquitylated linker histones can overlap with these regions. However, due to the flexibility of these tails [55] we expect the tails to be able to accommodate for the ubiquitin subunit and possibly interact with it in a dynamic system.

**Scoring clusters into nucleosomes.** When fitting clusters (i.e. bundles of 100 to 1000 HUb conformations) into the chromatosomes, the ubiquitin subunit does often fan out. Despite this structural variance and the entailing increase in the conformational demand of the Ub subunits, the majority of the obtained clusters did fit surprisingly well into the chromatosomes. All clusters do exhibit a non-zero mean ISA score, with the best fitting cluster (Fig 5C) having a mean ISA score of 18 (see S1 Table for the overview of the 50 largest clusters).

Using the four chromatosomes from Table 1 we found that for 4QLC and 5WCU the minimal ISA score is achieved by the same cluster (Fig 6). Interestingly, the HUb structure bundles of all on-dyad chromatosomes exhibit similar spatial positioning. Here, the Ub subunit of the lowest scoring cluster is situated “above” the nucleosomal core. In contrast, in the off-dyad nucleosome the DNA linkers exit the nucleosomal core at other angles than in the on-dyad nucleosomes and the linker histone in the off-dyad nucleosome is slightly shifted and rotated. This leads to the lowest scoring clusters for the off-dyad nucleosomes being distinctively different from the on-dyad nucleosomes. Here, the Ub subunit points outward. Using the scores of clusters the question whether ubiquitylated linker histone can fit into the chromatosome could be answered. As most of the clusters exhibit a lower score we assume that HUb has a tendency to assume conformations that fit into the DNA pocket of these mono-nucleosomes. However, biological systems of chromatin are comprised of many nucleosomal building blocks. Thus, investigating the positioning of HUb in an array of nucleosomes is crucial to gain deeper insights into these systems.

**Tetranucleosome array.** As a final step to find suitable conformations of HUb inside chromatosomes we also applied our procedure to a tetranucleosome array published by Schalch et al. (PDB 1ZZB). [4] Similar to most chromatin complexes on the protein database, this X-ray structure omits the linker histone. We approximated theoretical positions of the 4 linker histones in this complex by protein sequence and position alignment of the core histones in the tetranucleosome array with PDB 5NL0 and the off-dyad chromatosome (Materials and methods: Fitting HUb into the chromatosome and S3 Table). A position histogram from the atomic positions of the tetranucleosome was created to thereupon construct the scoring histogram in the same fashion as for the other nucleosomes. Subsequently, all HUb conformations were again put into each of the 4 possible linker histone positions and the corresponding ISA score was calculated (Fig 7). The same regions that previously resulted in higher scores now also result in high scores for the tetranucleosome array. However, the high score region is more extended and only the conformations located in the upper right corner of the sketch-map projection should be considered as “fitting” with a small region of fitting structures around -100, -50. The “per-histone-position score distributions” (B) and (C) are created for the 4 on-dyad and off-dyad positions, respectively. The cluster with the lowest score is selected for each of the on-dyad positions and rendered in (D). The cluster centroids are marked accordingly in (A). Clusters located in positions 2 and 3 generally exhibit lower scores than 1 and 4. At this point it is not clear whether this is due to the limited length of the tetranucleosome array or whether longer nucleosome arrays exhibit more similar per-histone-position scores over their full length. To model such a system more research needs to be conducted. The packaging (on which the scores depend) of the nucleosomes is still a topic of ongoing
Fig 7. Using ISA to gauge the positions of HUb in a tetranucleosome array. The median ISA score over the 8 possible HUb positions (4 nucleosomes in the array using on-dyad and off-dyad binding motifs) exhibit large regions of higher ISA scores (A). In (B-E) the distribution of ISA scores is visualized for all 8 positions combined (B), differentiated by ubiquitylation site (C), and divided by the 4 off-dyad and 4 on-dyad HUb positions (E) and (D), respectively. The render in (F) uses the on-dyad 5NL0 chromosome as reference structure for the linker histone positions 1 and 4 and the off-dyad reference structure for the positions 2 and 3. The geometric cluster centroids are annotated in (A) accordingly. They exhibit mean ISA scores between 12 and 86. These clusters are chosen for illustrative purposes to exhibit how certain sub-states in the conformational landscape of all HUb variants can fit into the more restrictive tetranucleosome array. For the four positions 1, 2, 3, and 4, the chosen clusters contain predominantly the linkage types K51, K30, K51, and K41, respectively. The DNA is rendered as light blue tubes, core histones are blue translucent. Secondary structure elements are colored as default in VMD. [56]

https://doi.org/10.1371/journal.pcbi.1010531.g007
Discussion. However, our findings strongly suggest that there are native HUb conformations that fit well into the limited space available in a nucleosome array (see S2 Table for the composition and scores of the ubiquitylation sites).

Additionally to the ISA scores for the HUb variants, we looked at the position of the ubiquitin with respect to DNA. For this, all sampled conformations of the six variants were placed into 5NL0. The mean per-residue distance from ubiquitin to DNA is used to color the crystal structure 1UBQ (Fig 6I). The $\alpha_1$ helix of the Ub-subunit exhibits shorter distances (white) to the DNA than most of the residues in the $\beta$-grasp region (blue).

Discussion

In this work we have shown that differently ubiquitylated avian linker histones take on a wide range of conformations that are mainly dictated by the chosen ubiquitylation site although some intermixing of regions in phase space can be observed. MD simulations in combination with an expansion scheme that accelerates the exploration of phase space created a large and exhaustive library of HUb conformations. The scheme explores the relatively shallow free-energy landscape with many conformational sub-states that were identified by density based clustering on two-dimensional representation of the conformational space. These clusters represent local minima and were visited by multiple simulations from the same, sometimes even from different, topologies. The clusters pose as statistically significant (meta)stable sub-states that a real-life HUb protein might adapt. Compared to other structural methods like NMR spectroscopy or X-ray crystallography we created dynamic data of a protein modeling its time-resolved conformational changes.

We developed an interpenetration and scoring algorithm (ISA) that exploits the geometric properties of the system and shows that complex and computationally expensive scoring functions are not needed if the systems are large enough. A good correlation with pyROSSETTA could be achieved by implementing cumulative 3D histograms of atomistic positions. With that we were able to identify regions of the combined HUb phase space that contain clusters that fit well into any of the 4 available chromatosome structures. Although the nucleosomes were not present during our simulations, we found roughly 93% of all conformations to be fitting into the DNA pocket of the nucleosome. This strongly indicates that the HUb protein has a natural affinity to be placed in this environment. The HUb conformations are well suited for modeling HUb inside a nucleosome and could easily be taken as input structures for further investigation via MD simulations as they generally do not need energy minimization. Such simulations don’t need to be long to probe the interactions between the Ub subunit and the DNA or the core histones. Simulations at higher scales can also benefit from these input structures and investigate the dynamics of HUb in the chromatosome system on longer timescales. These techniques can be especially beneficial to probe interactions with the post-translational-rich and disordered tails of the histones, which also interact with the DNA and could compete with Ub. [57–60] Moreover, the ensemble obtained in our study will be affected/shifted by changes in the environment, the further interaction partner (and the tails). Nevertheless, these fitted structures are extremely valuable for subsequent simulation studies. Furthermore, higher order HUb chromatin can be made accessible with these simulation techniques. Our analysis of the 1ZBB tetr nucleosome has shown that, even though the DNA-pockets of the tetr nucleosome array are more restrictive, multiple clusters could easily be placed into it without significant clashes, independent whether an on-dyad or off-dyad chromatosome was used to approximate the linker histone positions.
Additionally, we found that the ubiquitin subunit in our simulations has the $\alpha_1$-helix (beside the isopeptide bound N-terminal region) closer to the DNA than the $\beta$-grasp of Ub (Fig 6I). Whether the 3 lysine residues in the $\alpha_1$-helix could favorably interact with the DNA is certainly a worthwhile question for further examinations of this system.

Our insights into how ubiquitylated linker histone might fit into chromatosomes can help in further developing models for the stabilization of chromatin.

Materials and methods

Enhanced Sampling of HUb Conformations

We created starting structures for MD simulations by linking the globular domain of avian linker histone H1 (PDB 1GHC [38]) and ubiquitin (PDB 1UBQ [61]) via an isopeptide bond between H1’s K30, K41, K47, K51, K56, and K63, residues and ubiquitin’s C-terminal glycine using the program UCSF Chimera [62] (matching lysine indices in sequence aligned human linker histone H1.2 are displayed in Fig 1). These proteins will be called K30Ub, K41Ub, K47Ub, K51Ub, K56Ub, and K63Ub, respectively. Simulations were performed for 1 to 3 different initial rotations of the lysine’s sidechain dihedral $\chi_3$ angle for $\approx 1 \mu$s using GROMACS program package [63] with the GROMOS54a7 forcefield [64] (for more detailed information about simulation parameters and protocol refer to Sec. S1.2 in S1 Text). After already $\approx 100$ ns of the 1 $\mu$s simulated time the simulations of the different variants collapsed into compact distinct HUb structures, which exhibited little structural changes for the remainder of the simulations (S1 Fig). The long simulations could not decorrelate from the influence of the rotation angle $\chi_3$ in the starting structure even in 1 $\mu$s simulation time and became “stuck” with little variations in conformation.

To reduce bias of the starting rotation of the $\chi_3$ angle and push the systems to fully explore their conformational space with all-atom MD without adding biasing potentials we chose to start more rotamers of the variants by additionally varying the $\chi_3$ sidechain dihedral angle in 20˚ steps. All in all $6 \times 18 = 108$ starting structures were created. As the exploratory long simulations had collapsed quite rapidly, we decided on 20 ns long initial simulations from which then an expansion scheme was started that is tailored to push the system to explore new regions of conformational phase space instead of getting stuck in few collapsed structures.

This expansion scheme has already been successfully used to study the conformational space of intrinsically disordered peptides. [51] It accelerates the sampling by running many parallel simulations and assessing in regular intervals whether simulations have been trapped in low-energy basins. Identification of these basins is done by binning a low-dimensional projection of the conformational space of the HUb variants. For this reduction in dimensionality, we first needed to obtain high-dimensional descriptors of HUb that represent the protein’s conformation. For this system we chose to use the distances between the Cα-atoms to provide these high-dimensional descriptors, henceforth called collective variables (CVs). A conformation of the HUb can then be represented as a collection of these distances. Instead of using the full set of $\binom{132}{2} = 11325$ pairwise distances we chose to compare two different subsets of CVs for the expansion scheme: the solvent accessible surface area (SASA)-CVs and the residue-wise minimal distance collective variables (RMD-CVs).

SASA-CVs were calculated according to Eq (1) by only using the Cα atoms with a SASA greater than 1 in the respective crystal structures. RMD-CVs have been successfully employed to characterize di-Ubiquitin. [65] These CVs were obtained by calculating the row-wise minimum of the pairwise distance matrix between the Cα atoms of the histone and
ubiquitin subunit according to Eq (2).

\[ D_{304}^{104} = \text{vec}(\text{SASA}_{\text{dist}}^{104 \times 19}) = \]

\[
\begin{pmatrix}
\text{SASA}_{\text{C}_2} \text{ of Ub subunit} \\
\text{SASA}_{\text{C}_3} \text{ of H1 subunit}
\end{pmatrix}
\begin{pmatrix}
d_{1,11} & d_{1,16} & \cdots & d_{1,73} \\
d_{8,11} & d_{8,16} & \cdots & d_{8,73} \\
\vdots & \vdots & \ddots & \vdots \\
d_{25,11} & d_{25,16} & \cdots & d_{25,73}
\end{pmatrix}
= \begin{pmatrix}
d_{1,11} \\
d_{1,16} \\
\vdots \\
d_{25,73}
\end{pmatrix}
\tag{1}
\]

\[ D_{75}^{10} = \min_{\text{dist}^{1 \times 75}} = \]

\[
\begin{pmatrix}
\text{All C}_2 \text{ of Ub subunit} \\
\text{All C}_3 \text{ of H1 subunit}
\end{pmatrix}
\begin{pmatrix}
\min \{d_{1,1}, d_{1,2}, \cdots d_{1,70}\} \\
\min \{d_{2,1}, d_{2,2}, \cdots d_{2,70}\} \\
\vdots \\
\min \{d_{75,1}, d_{75,2}, \cdots d_{75,70}\}
\end{pmatrix}
= \begin{pmatrix}
\min d_1 \\
\min d_2 \\
\vdots \\
\min d_{75}
\end{pmatrix}
\tag{2}
\]

Using either of the CV datasets (K47Ub, K41Hub, K51Ub, and K63HUb with SASA-CVs, K30Ub and K56Ub with RMD-CVs) we were able to project the 18 \times 20 simulations into a two-dimensional projection (sometimes also called map) using the sketch-map [52] method (S2 and S3 Figs). In these projections every conformation is represented by a point; each point can be assigned to one specific structure in the conducted simulations. Note that for driving the expansion scheme, separate 2-dimensional projections of the six variants were generated (only later for analysis purposes the different systems were projected together into a combined low-dimensional map). After every 20 ns the simulations were stopped, re-projected and the expansion scheme was applied to yield 20 new starting structures. After the 3rd expansion step new landmarks were selected and the expansion scheme was continued for 6 more times (1 initial simulation run, 9 expansions) resulting in a total of \(\approx 35 \mu s\) simulated time (Eq (3)).

\[
T_{\text{total}} \approx n_{\text{variants}} \times n_{\text{starting simulations}} \times T_{\text{starting simulation}} + N_{\text{expansions}} \times (n_{\text{variants}} \times n_{\text{continuing simulations}} \times T_{\text{expansion simulation}}) + T_{\text{long simulations}}
\]

\[
T_{\text{total}} \approx 6 \times 18 \times 20 \text{ ns} + 9 \times (6 \times 20 \times 20 \text{ ns}) + 12 \mu s = 35 \mu s
\]

**Identifying characteristic conformational states of HUb**

Subsequently all 483 983 conformations from the \(\approx 35 \mu s\) aggregated simulation time were projected into a combined 2-dimensional map using the SASA-CVs to allow for analyses to work on all ubiquitination variants. A joint projection was a key argument in describing and comparing different Ub dimers by Berg et al. [65] But contrary to the projection of Ub dimers which used RMD-CVs, we found the SASA-CVs to be more suitable for a combined projection (sec. S2.2 in S2 Text, S4 Fig). From this projection, conformational states were determined with the help of a density based clustering method, HDBSCAN. [54]

HDBSCAN was first used with a minimal cluster size of 1000 to exclude projection artifacts (Sec. S2.3, S2 Text, S5 Fig). After the exclusion of these artifacts further clustering in the
2-dimensional space was carried out iteratively to obtain structurally consistent clusters. HDBSCAN takes at least one hyperparameter for its clustering algorithm. This parameter defines the minimum cluster size to differentiate between clusters and noise points after HDBSCAN’s space transformation. We reduced the hyperparameter step-wise from large to small clusters as not every sub-state of the protein’s phase space exhibited a similar density. The minimal cluster size was set to 750, 500, 250, 125, 75, 50, and 25, respectively, in 8 clustering passes. After each pass the homogeneity of structures in the obtained clusters was checked as follows. First, a cluster’s RMSD centroid was determined by using the python package MDTraj [66]. Second, the RMSD between the centroid and the remaining cluster points was calculated. The same was done for the distance in the two-dimensional projection. Third, a set of criteria were checked:

1. A mean RMSD distance between the cluster’s RMSD centroid and the other structures greater than 6 Å.
2. A Fisher-Pearson coefficient of skewness of the sketch-space distance distribution greater than 0.5.
3. Multimodality of the distribution as calculated by the python package unidip. [67]

If for any given cluster at least one of the listed conditions was satisfied, this cluster was not assigned at that clustering iteration and points belonging to it were put back into the pool of all possible points to be resolved by subsequent (smaller cluster size) clustering (an example of such a cluster is shown in Fig 8).

The resulting 496 clusters were then used as representative sub-states of HUb to be evaluated further.

Fitting HUb into the chromatosome

To get a measure of how well a given HUb structure “fits” into a parent chromatosome we developed an algorithm using the geometric properties of the HUb chromatosome system. Our interpenetration and scoring algorithm (ISA) uses the three-dimensional histogram of atomic positions of a nucleosome as its basis. The nucleosome coordinates are taken from one of the already published chromatosome structures (Table 1). The simulated HUb structures are now positioned into the nucleosome by superimposing the histone subunit on the coordinates of the reference linker histone using RMSD minimization. The Ub subunit will now possibly intersect with some parts of the nucleosome because the nucleosome was not present during the simulations. The extent of this clash (score) is now estimated by adding-up where the Ub subunit intersects with the nucleosome. This is done by binning the atomic coordinates of the nucleosome, creating a 3D histogram of atom counts. Every atom of the Ub subunit contributes to the score with the value of the bin it intersects and the score is calculated as the sum of the per-atom bin values.

An important factor to consider for this histogram (and histograms in general) is the number of bins. The larger the number of bins, the more “empty space” will be present in the 3D histogram. This creates a problem: The smaller the size of the bins, the more zero-count bins are in the 3D histogram. However, a fine binning would be beneficial to accurately model the surface of the nucleosome. To overcome this problem, we decided to implement a cumulative histogram in the scoring process. Here, eight separate cumulative histograms starting from the eight corners of the nucleosome’s bounding box are constructed. Following the diagonal of the bounding box each bin is assigned the number of the contained atoms plus the values assigned to its preceding and neighboring bins (see S6 Fig for examples in 1D and S7 Fig for 2D spaces).
These 8 cumulative histograms are merged by assigning every bin the respective lowest value of the 8 cumulative histograms. The resulting scoring histogram captures the surface of the nucleosome via a fine binning, while still penalizing any Ub atoms that reach into the nucleosomal core with a high score. The scoring histogram is then min-max normalized onto the range [0, 1] to make values of scores more intuitive. At the end a single value is obtained for a given HUb (ligand) and nucleosome (receptor) pose.

With this new algorithm we were able to score all 483,983 conformations sampled by MD in record time (details are discussed in Results: Scoring HUb conformations into nucleosome structures), so no pre-screening or “cherry-picking” had to be conducted. Scores were
calculated by superposing a given HUb conformation using the python package MDTraj’s superpose functionality and the Cα atoms of the crystal structure’s linker histones (Table 1). [66] If the number of Cα atoms of HUb (PDB 1GHC) did not match the number of the crystal structure’s linker histone a sequence alignment with T-COFFEE [68] was carried out beforehand. Given the huge size of both the molecular system and the dataset we designed the ISA to be particularly efficient by also parallelizing it using python’s joblib [69] package.

Still, a fast algorithm needs to yield usable results, so we validate our novel and purely geometric approach to scoring with tried and tested scoring functions from ROSETTA [70, 71] (we used pyROSETTA, see S3 Text for more details). We were able to calculate ISA scores at a speed of 140 poses per second. In contrast, pyROSETTA took ≈ 10s per pose, which makes ISA roughly 1000 times faster than pyROSETTA. Although ISA does not use sophisticated potentials to model attractive and repulsive forces, a satisfying correlation of 0.88 to pyROSETTA (see Fig 9) was achieved.

Alignment of chromatosome structures into tetranucleosome. Chromatin contains many chromatosomes stacked in an orderly fashion and not just a single H1-nucleosome complex, so we also employed the ISA on a tetranucleosome array (PDB 1ZBB) published by Schalch et al. [4] This structure lacks the linker histones and thus we used a sequence and RMSD alignment of 1ZBB’s core histones with the core histones of 5NL0 [37] and the off-dyad chromatosome structure. For this we aligned the sequences of the 8 core histones with T-COFFEE and chose the longest uninterrupted residue sequence for RMSD alignment using MDTraj. Some additional adjustments had to be carried out to prevent the linker histone from clashing with the DNA of 1ZBB by manually adjusting the rotation of the chromatosomes.
around the third principal axis (S3 Table). Using these modelled linker histone positions we
could directly use the ISA to get scores for HUb poses in the tetranucleosome array.

**Supporting information**

**S1 Text. Supplementary Information 1.** This file contains further details about the MD simu-
lation setup: starting structures, initial simulations, expansion scheme implementation, MD
parameters, long MD trajectories.
(PDF)

**S2 Text. Supplementary Information 2.** This file contains further details about dimension-
ality reduction procedure with sketch-map: procedure and parameters, individual sketch-map
projections and comparison of high-dimensional collective variables, high RMSD variance
region.
(PDF)

**S3 Text. Supplementary Information 3.** This file contains further details about ROSETTA
scoring.
(PDF)

**S1 Table. Overview of the 50 largest clusters.** The *hdbscan id* refers to the cluster id, assigned
by the HDBSCAN algorithm. *cluster size* refers to the number of actual HUb conformations in
this cluster. The percentages for the different linkage types give the composition of this cluster
dependent on the HUb variants. % of combined ensemble relates the number of HUb confor-
mations in this cluster with all simulated/sampled conformations. Following are values for ISA
and ROSETTA scores. The internal RMSD was calculated by first finding the RMSD centroid
of a cluster by finding the argmin of a pairwise RMSD distance matrix and then choosing that
centroid as a reference for the RMSD calculations of internal RMSD. Given here are the mean
(μ) and standard deviation (σ) in nm.
(PDF)

**S2 Table. Overview over the composition and scores of the ubiquitylation sites.** All refer-
ces to a score mean the ISA score. Clusters were selected by choosing clusters with the lowest
mean ISA score and at least 90% composition of the respective ubiquitylation sit.
(PDF)

**S3 Table. Manual adjustments to create hypothetical linker histone positions in the tetra-
nucleosome array 1ZBB.** The reference chromatosomes pdb 5NL0 and the off-dyad structure
were manually adjusted to allow their linker histone to fit into the tetranucleosome array of
pdb 1ZBB. In the following table these adjustments are listed. “Core” refers to one of the cores
of 1ZBB, where core1 has the lower segid of the first frame of the biological assembly and
core4 has the higher segid of the second frame of the biological assembly.
(PDF)

**S1 Fig. Center of geometry distances of the initial long simulations and evolution of sec-
ondary structure motifs of one of these simulations.** Time evolution of the center of geo-
metry distances between the Ub-subunit and the H1-subunit of nine 1 μs simulations (A).
Simulation names are composed of ubiquitylated lysine and starting χ₃ angle (KXXX_χ₃).
The inset figure shows the same data in a 0–100 ns interval. Raw distances are transparent.
Running averages over 7.5 ns are opaque. After relaxation (until ≈ 25 ns) the center of
geometry stays similar during the evolution of the whole simulation. K47Ub with χ₃ = 20°
exhibits larger variations at the beginning, but approaches an equilibrium after that. The
secondary structure motifs of this simulation also exhibit convergence of the structure (B).

(TIF)

**S2 Fig. Sketch-map projections of the initial simulations of K30Ub and K47Ub with RMSD evolution as inset figures.** Exemplary sketch-map projections of initial simulations of K47Ub using SASA-CVs (A) and K30Ub using RMD-CVs (B). The color code indicates the starting $\chi_3$ angle of the respective ubiquitylated lysine residue. Similar angles have similar color saturation. Inset figures show RMSD evolution of selected trajectories. Larger RMSD deviations result in disjoint, scattered points. Smaller RMSD deviations yield cohesive patches. The simulation of K47Ub with a starting angle of $\chi_3 = 0^\circ$ exhibits little change in its RMSD after relaxation, which results in a densely populated patch (circle in (A)). Arrows in and annotated distances (B) connect the first and last point of the simulations with starting angle $\chi_3 = 80^\circ$ and $\chi_3 = 120^\circ$ and indicate the time evolution of these trajectories. The RMSD of the structures from K30Ub with an angle of $\chi_3 = 120^\circ$ exhibits a gradual increase, which is also traced in the sketch-map projection.

(TIF)

**S3 Fig. Individual sketch-map projections of the six variants during the expansion scheme colored by starting angle.** K47Ub and K51Ub were projected using the SASA-CVs (Eq (1)) as input CVs for sketch-map. The other 4 variants were projected using the RMD-CVs (Eq (2)). Points are colored according to starting $\chi_3$ angle of the ubiquitylated lysine residue. A cyclic colormap was chosen to represent the periodic nature of dihedral angles.

(TIF)

**S4 Fig. Comparison of RMD-CVs and SASA-CVs for the projection of the whole dataset.** For the top images (A-B) the RMD-CVs have been used as high-dimensional input for sketch-map. The lower images (C-D) were created by projecting the SASA-CVs. (A) and (C) are colored according to the ubiquitylation site of the variant. (B) and (D) are colored according to the mean RMSD distance to the subunit’s respective crystal structure (PDB ID 1GHC and 1UBQ). The RMD-CVs are not as suited as the SASA-CVs to project the conformational space of the six HUb proteins into the same low-dimensional map. More disorder for the top images can be observed than the for the bottom images, which contained the SASA-CVs in their creation. Thus the SASA-CVs were chosen to use as the high-dimensional collective variables for projecting the conformational space of all six variants into the same low-dimensional map.

(TIF)

**S5 Fig. Extracted structures from the high-density patch in the low-dimensional projection.** In (A) the low-dimensional sketch-map projections (x and y coordinates) of all six variants using the SASA-CVs (Eq (1)) were plotted as a density map (colormap on the right). The high-density region is highlighted with a rectangle. In (B) 100 protein conformations originating from this region are shown. sketch-map was not able to separate these different conformations or even push them to the fringes of the projection map. For further analyses this region was excluded.

(TIF)

**S6 Fig. 1D example of cumulative histograms used in ISA.** The 1D bounding box ranges from 0 to 5. Two cumulative histograms are created from a base histogram (blue). One ascending (orange), the other one descending (green). Both are visualized as smoothed curves. The final histogram which is then used for scoring is obtained by choosing the minimal value of
either of the two cumulative histograms (red).

S7 Fig. 2D example of ISA’s cumulative histograms with more points. In (A) 500 points have been placed in a ring with radius $r = 3 \pm N(\mu = 0, \sigma = 0.2)$, where $N$ is a standard normal distribution, around the origin. A normal histogram counting the number of points in a pre-defined set of bins is shown in (B), where yellow denotes highly occupied bins, purple empty bins. In (C) one of the four histograms obtained by walking from the lower left corner to the upper right is displayed. This results in some smoothing and “smearing” to the top right. In (D) the histogram for scoring is constructed by choosing the lowest value from the 4 cumulative histograms per bin. This histogram is used in ISA to determine the score of a given HUb-chromatosome pose.

S8 Fig. Comparison of all ISA scores for monochromatosomes. The simulations of the six linkage types (K30 to K63) were placed into the four parent chromatosomes (5NL0, 5WCW, 4QLC and the off-dyad structure). In (A) the scores of all poses are visualized. The count reaches as high as 150 000 because all ubiquitylation variants and chromatosomes are combined. The four subfigures (B-E) give the per ubiquitylation variant score for the four chromatosomes 4QLC, 5NL0, 5WCU, and off-dyad respectively. It can be seen, that K56Ub (purple) tends to display higher scores after being placed into the off-dyad chromatosome (E) than for the 4QLC chromatosome (B). The remaining six subfigures (F-K) give the per chromatosome score for the six ubiquitylation variants K30Ub, K41Ub, K47Ub, K51Ub, K56Ub, and K63Ub, respectively. Here, it can be seen that the scores for the chromatosomes 5WCU and 4QLC (green and dark purple) are very similar. They almost coincide for all ubiquitylation variants. Furthermore, K56Ub (is very unfavorably positioned for the off-dyad chromatosome (yellow).

S9 Fig. Best fitting clusters per ubiquitylation site using 5NL0 as the parent chromatosome. From all clusters found by iterative HDBSCAN clustering the cluster with the lowest ISA score containing at least 90% of a specific HUb variant is chosen. 20 equally spaced frames of these clusters are then placed into the parent 5NL0 chromatosome structure and visualized here. All of them have the Ub subunit pointing downward. For scores of other clusters refer to S1 Table.
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