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Hill et al. provide a critique[1] of our recent paper, in which we developed two novel methods
for estimating the rate of reactivation from latency directly from existing clinical data [2]. Our
goal was to use minimal assumptions and be guided by the data. We found that across four
cohorts, the best-fit frequency of HIV reactivation from latency was once every 5-8 days. Hill
et al.’s modeling demonstrates an alternative approach, in which they start with a fixed rate of
reactivation (four events per day, derived from modeling of time to drug resistance under ther-
apy [3,4]) and then adjust the model and other parameters to fit their fixed reactivation rate.
Importantly, amongst the various fitting described by Hill et al., they never actually fit the reac-
tivation rate, instead always fixing it at their preferred value and adjusting the model and fitting
other parameters around it. Hill et al. state that the data can be fit with “modest variation” of
the reactivation rate. However, the parameters used require that ~8% of patients reactivate less
than once every 6 days (the mean rate we estimated in [2]) and, similarly, ~8% reactivate more
than 100 times per day (see S1 Methods). Below, we show that once the reactivation rate is fit-
ted to all datasets, the results strongly support that the median frequency of HIV reactivation
from latency is once every 5-8 days.

The first criticism by Hill et al. is that we did not incorporate multiple reactivation events or
a distribution of reactivation rates into our model. They use simulation to incorporate such a
distribution because of “lack [of] an analytical expression for the model” of multiple reactiva-
tion events. In response, we now derive an analytical approximation incorporating multiple
reactivation events and apply it to all four available datasets (see S1 Methods). In each case, we
fitted reactivation rate and initial viral load (V;), plus the distribution in reactivation rate.
Because viral growth is a measureable parameter, we fixed this in the model, firstly using Hill
et al.’s chosen viral growth rate (0.4/day) and then using a more realistic value obtained directly
from the data (0.8/day) (see S1 Methods). Fig 1 shows fitting to all four datasets of (i) our origi-
nal two-parameter model (panels A-D), (ii) the model with multiple reactivation events using
Hill et al.’s preferred low growth rate (E-H), and (iii) a model with a more realistic growth rate
(I-L). We note that only in 1 out of 12 fits (cohort 3 with a low growth rate, panel G, Fig 2) did
we obtain a reactivation rate more frequent than once every 2 days. In all cases with realistic
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Fig 1. Estimating HIV reactivation rate using different models. The figure compares the fitting of the best-fit reactivation rate to each of the four
cohorts using the original simple two-parameter model (panels A-D) as well as the more complex model proposed by Hill et al. that incorporates

multiple reactivation events and a distribution in reactivation rates. The latter is fitted using a washout time of 0 days and either Hill et al.’s proposed
slow viral growth rate (g = 0.4/day) (panels E-H) or a more realistic growth rate estimated from cohort 1 (g = 0.8/day) (panels I-L). In each case, the
initial viral load (Vo) and the mean and standard deviation of the reactivation rate is fitted. The average time between reactivation events is indicated
for each cohort. Only for cohort 3, with a low growth rate (panel g), is estimated reactivation rate more frequent than once every 2 days. *Note:
although a distribution in reactivation rates was fitted, the best fit model had a standard deviation of zero.

doi:10.1371/journal.ppat.1005740.9001

PLOS Pathogens | DOI:10.1371/journal.ppat.1005740 August 25, 2016

2/4



@'PLOS | PATHOGENS

H
1

0E=00: =INO= =0 8= =MeOu

PP
O O O O
S S S S
Fig 2. Frequency of HIV reactivation from latency estimated using different models: The mean
frequency of reactivation estimated using the original model (red circles, corresponding to panels A—
D of Fig 1), Hill’'s model with slow growth rate (black squares, panels E-H of Fig 1), or Hill’'s model with

growth rate estimated from cohort 1 (open black circles, I-L of Fig 1) is shown. The frequency of
reactivation estimated in Pinkevych et al. [2] is shown as dashed lines.

doi:10.1371/journal.ppat.1005740.9002
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growth rates, the estimated rate of HIV reactivation from latency was very similar to our origi-
nal model (once every 5-8 days) even once a distribution was included (Fig 11-1L; Fig 2).
Thus, the results presented by Hill et al. are highly dependent on the choice of a low viral
growth rate and require an extremely wide distribution in reactivation rates.

Hill et al. raise additional arguments about distributions in viral growth rate. In our previous
publication, we found no significant correlation between growth rate and time-to-detection.
We agree with Hill et al. that there is always a risk of a type II error in such analyses. However,
the simulation performed by Hill et al. significantly misrepresents the probability of this error.
Stating they observed no significant correlation (p > 0.05) in 50% of simulations grossly over-
states the probability of observing the correlation seen in the data. The correlation between
growth rate and time-to-detection in cohort 3 was in fact positive (r = 0.029, p = 0.9) despite an
expected negative correlation. Thus, it is more appropriate to ask either, “In what proportion
of simulations did we see an r value of 0.029 or greater?” or, “In what proportion of simulations
was the p value greater than 0.9?” Using the parameters suggested in Hill et al.’s Fig 1D [1], we
find that less than 2% of simulations were as poorly correlated as the observed data. Thus, we
maintain our view that although growth rate must affect time-to-detection, based on the data
this contribution is likely small.

Hill et al.’s primary argument is that there is strong prior evidence of high reactivation rates,
and they cite four papers in support (references 1, 3-5 in their comment). None of the papers
they cite in support of their reactivation rate of four-per-day actually analyses data on “reacti-
vation from latency after treatment interruption” (the title of our earlier publication [2]). Two
of these papers [3,5] base their estimates on time-to-drug-resistance under therapy, using a
wide variety of assumptions on HIV replication under therapy, mutation rates, and drug selec-
tion. The third paper [6] measures T cell activation, not latent cell reactivation, so it does not
provide an estimate. The fourth estimate comes from Hill et al.’s own previous work[4] but is
derived directly from the estimate of reference [3] (see S1 Methods). Thus, the evidence for a
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reactivation rate of 4 per day hinges upon reference [3]’s use of a 13-parameter model of time
to drug resistance, in which many of the input parameters are described as “roughly based on
the literature”[3]. Hill et al. also argue that reactivation must be high because of a lack of corre-
lation between reservoir size and rebound time in the literature. This appears to ignore recent
publications showing such a correlation [7-9] as well as the apparent wide variation between
different measures of reservoir size from peripheral blood [10].

Hill et al. have gone to some lengths to try to show that their previous estimate of HIV reac-
tivation of 4 times a day could be made compatible with the data from the cohorts presented in
Pinkevych et al. However, the failure to actually fit the key parameter significantly undermines

these arguments. Once rigorous quantitative fitting is applied, the parameters suggested by Hill

et al. do not provide the best fit to the data. Indeed, the additional analyses undertaken herein
provide strong support for our previous estimate that HIV reactivates from latency approxi-
mately once every 5-8 days.

The derivation of the analytical approximation and a detailed explanation of the modeling
are provided in S1 Methods because of word limits on this reply.

Supporting Information

S1 Methods. Supplementary methods including additional figures and derivation of the
analytical expression.
(DOCX)

S1 Data. Raw data on time-to-detection across the four cohorts.
(PDF)
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