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Abstract

The number of pathogens that are required to infect a host, termed infective dose, varies dramatically across pathogen
species. It has recently been predicted that infective dose will depend upon the mode of action of the molecules that
pathogens use to facilitate their infection. Specifically, pathogens which use locally acting molecules will require a lower
infective dose than pathogens that use distantly acting molecules. Furthermore, it has also been predicted that
pathogens with distantly acting immune modulators may be more virulent because they have a large number of cells in
the inoculums, which will cause more harm to host cells. We formally test these predictions for the first time using data
on 43 different human pathogens from a range of taxonomic groups with diverse life-histories. We found that pathogens
using local action do have lower infective doses, but are not less virulent than those using distant action. Instead, we
found that virulence was negatively correlated with infective dose, and higher in pathogens infecting wounded skin,
compared with those ingested or inhaled. More generally, our results show that broad-scale comparative analyses can
explain variation in parasite traits such as infective dose and virulence, whilst highlighting the importance of mechanistic
details.
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Introduction

There is huge variation across pathogen species in the number

of cells required to successfully infect a host. This number is

known as the ‘infective dose’. At one end of the scale, species such

as Shigella and Giardia lamblia require about 10 cells to start an

infection. In contrast, species such as Vibrio cholera and

Staphylococcus aureus require 103–108 cells in order for an infection

to develop [1–3]. It is unclear why infective dose varies, with

large differences occurring even between closely related patho-

gens [2,3].

Schmid-Hempel and Frank [2] predicted that the variation in

infective dose could be explained by the different biochemical

mechanisms that pathogens use to infect hosts. Pathogens secrete a

number of molecules which facilitate the suppression and/or

evasion of host immune responses, and hence aid parasite growth.

If these molecules act locally, in the vicinity of the pathogenic cell,

then only small numbers of molecules may be required for

successful growth and so infections can be established from small

numbers of pathogenic cells. In contrast, if the pathogenic

molecules diffuse and therefore act at a distance, then large

numbers of molecules may be required for evading the host

immune system. In these cases greater numbers of pathogenic cells

could be needed to establish an infection. However, while this

prediction is consistent with anecdotal data [2,3], it has yet to be

tested formally.

Here, we test Schmid-Hempel and Frank’s [2] prediction that

infective dose is determined by whether pathogenesis is locally or

distantly acting. We use data from 43 species of human pathogens

across a range of enteropathogenic bacteria, protozoa, fungi and

viruses. A possible problem with comparative studies across species

is that closely related species can share characters through

common descent rather than independent evolution. Consequent-

ly, analysing species as independent data points can lead to

misleading correlations [4–6]. For example, all viruses are locally

acting, and so this could lead to patterns between viruses and

bacteria, rather than local or distant action. We account for this

potential problem of shared ancestry by using multivariate nested

taxonomic models [7,8].

We then extend this work in two ways. First, Schmid-Hempel

and Frank [2,3,9] further predicted that pathogens with distantly

acting immune modulators will be more virulent, possibly because

they would have a large numbers of cells in the inoculums, and

higher parasite density would overwhelm the host immune system

causing more harm to hosts. We therefore test whether the

virulence of pathogens with distantly acting immune modulators is

greater than that of pathogens with locally acting molecules.

Second, we test the influence of two other factors that could affect

infective dose and virulence: mode of transmission (direct or

indirect) and route of infection (ingestion, inhalation or wounded

skin) [1,10–12]. These factors could influence dose and virulence

for a number of reasons, including their affect on: the extent to

which virulence reduces pathogen transmission; the types of

immune response they encounter; and the genetic diversity (or

relatedness) of the pathogens either competing for or cooperating

to exploit the host [2,3,9–28].
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Results/Discussion

We found that pathogens with immune modulators that act

distantly within the host have significantly higher infective doses

than pathogens with locally acting molecules, (Figure 1 and Table

S2 in Text S1: F1, 40 = 25.79, P,0.0001). This supports the

prediction by Schmid-Hempel and Frank [2] that local pathogenic

action requires only a small number of molecules, and thus

relatively few cells are needed to start an infection, compared to

distantly acting mechanisms where a large number of diffusible

molecules need to accumulate in order to overwhelm the host’s

immune clearance.

Contrary to the hypothesis that pathogens with distantly acting

immune modulators are more virulent, we found no significant

relationship between case fatality rate or severity of infection and

the mechanism of pathogenesis (Table S3 and Table S4 in Text

S1: P.0.05). However, case fatality rate was significantly

negatively related to infective dose of pathogens (Figure 2 and

Table S3 in Text S1: F1, 38 = 3.94, P = 0.05). We suggest this

correlation arises because for a given dose, pathogens that are

locally acting and have lower infective doses are more likely to

establish an infection. For this relationship to hold, we reasonably

assume that the actual dose in natural infections is largely

determined by factors such as mode of transmission, and so does

not show a strong covariance with whether a parasite acts locally

or globally within the host. We attempted to collect data on mean

parasite dose in different transmission modes during natural

infections so we could examine how this correlates with local/

global within-host parasite action, but we were unable to obtain

sufficient data.

There are at least two possible alternative explanations for the

negative relationship between case fatality rate and infective dose

of parasites, although we suggest these are less likely than the

above explanation. First, recent theory suggests parasites might

adapt to low infective doses by evolving a higher per-parasite

growth rate, causing greater host exploitation and virulence [29].

However, the reduction in dose in this model results from

increased host resistance, and there is no reason to assume that

selection for host resistance consistently differs between global and

local acting parasites.

Second, a low infective dose may reduce the incidence of

multiple genotype pathogen infections since there are fewer

parasites in the inoculum, which could favour higher levels of

cooperation between parasites, and hence lead to greater growth

and virulence [24,25]. However, the extent to which this will be of

general importance will be limited by the fact that different

biological details can lead to different relationships between strain

diversity and virulence. For example, when different parasite

strains compete for host resources, higher strain diversity is

expected to lead to greater virulence [10,11,22,29–33]. Alterna-

tively, antagonistic interaction between strains, such as chemical

warfare, can lead to a predicted domed relationship between strain

diversity and virulence [26]. Nonetheless, it is possible that all

three explanations could play a role, with their importance varying

across species.

We found that pathogens infecting hosts through wounded skin

result in significantly higher case fatality rates than pathogens

inhaled or ingested (Figure 3 and Table S3 in Text S1:

F2, 26 = 5.30, P = 0.01). Given that infection via wounded skin

includes transmission via bites of insect vectors and contaminated

water, this result supports theory on virulence-transmission trade-

offs which proposes that vectors and water systems circumvent the

need for an ambulatory host to transmit pathogens, selecting for

the evolution of higher virulence [12,18,21]. However, another

potentially important factor is that the type of immune response

that pathogens are confronted with will affect virulence. Pathogens

that infect hosts through wounded skin evade mechanical

Figure 1. Infective dose and the mechanisms used by
pathogens to infect hosts. Means 61 standard error (Table S2 in
Text S1).
doi:10.1371/journal.ppat.1002512.g001

Figure 2. Variation in case fatality rate explained by infective
dose. Means 61 standard error. Line represents a logistic curve (Table
S3in Text S1).
doi:10.1371/journal.ppat.1002512.g002

Author Summary

We found that mechanisms used by parasites to infect
hosts are able to explain variation in two key pathogen
traits: infective dose and virulence. In pathogens where the
molecules secreted to facilitate infection acted locally, the
number of cells required to start an infection (infective
dose), was lower than in pathogens where the secreted
molecules act more distantly. Parasite virulence showed no
correlation with local versus distant action, but was
negatively correlated with infective dose, and greater in
species that infect via wounded skin. By showing how such
parasite life history details matter, our results help explain
why classical trade-off models have been relatively
unsuccessful in explaining broad scale variation across
parasite species.
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immunity and directly enter the circulatory system. Hence, they

may cause virulent systemic infections more readily than ingested

or inhaled pathogens, which must overcome other anti-infection

barriers such as stomach acid and mucus membranes before

causing systemic infections.

More generally, our results emphasise the importance of life-

history or mechanistic details for the evolution of parasite traits.

Theoretical models for the evolution of parasite traits such as

virulence have generally relied on simple trade-offs between

virulence and transmission. These models have been able to

explain variation in virulence both within species, and between

closely related species with similar life histories [15,20,28,33–37].

In contrast, this body of theory has been less successful at

explaining broad scale variation across species [2,9,25,27]. One

possible explanation for this is that the predictions of virulence

theory can depend upon the mechanisms that parasites use to

infect and exploit hosts, which are not considered in the classical

models; hence our expectations of data fitting the model may be

too high. If the details of how parasites infect hosts really matter,

this would limit the extent to which we would expect to find broad

empirical patterns to match theory [25]. Our results show that

transmission, dose and virulence can be influenced by mechanistic

details such as distance at which molecules act and route of

infection.

Materials and Methods

Infective dose
We obtained data on the number of pathogen cells required to

start an infection (infective dose) by searching: (a) databases from

the United States Food and Drug Administration [38], Health

Canada [39], Medscape [40], the Centre for Disease Control and

Prevention [41], the World Health Organisation [42]; (b)

empirical studies found via keyword searches in the ISI Web of

Knowledge database [43]. Where ranges or more than one

estimate of infective dose were given, we calculated the median

infective dose to use in our analyses.

We emphasise that uncertainties exist in infective dose

measurements: often they were extrapolated from epidemiologic

investigations, were obtained by human feeding studies on healthy,

young adult volunteers, or are best or worst estimates based on a

limited data from outbreaks. Where known, we give methods of

estimation in Table S1 in Text S1.

Classifying mechanisms of pathogenesis
We classified pathogens as having local or distant action

according to the framework of Schmid-Hempel and Frank [2]. For

local action, pathogens directly interact with host cells via surface-

bound molecules or by injecting proteins into host cells by a type

III or IV secretion systems. For example, Yersinia entricolata/

tuberculosis injects Yop protein into target cells via a type III

secretion system, leading to cytotoxicity [44], and Ebola virus binds

to different cell surfaces and replicates leading to cell necrosis [45].

For distant action, pathogens indirectly interact with host cells

by secreting proteins that diffuse into their surroundings and only

exert pathogenic effects when they bind to host cells. This may

arise, for example, through immune modulators delivered by the

general secretary pathway, or the type I, II and V secretary

systems. For example, the well known virulence factor lysteriolysin

O of Listeria monocytogenes and exotoxins of Staphylococcus aureus, are

secreted via the general secretory pathway [46]. We do not classify

between interactions with host and immune cells specifically since

we are concerned with how far the interaction occurs from the

infecting parasite, not with what cell the interaction occurs with.

Measuring virulence: Case fatality rate, ‘disease severity’
and incidence

To capture both the short and long term consequences of

pathogen infection on host health, we use case fatality rate and a

‘disease severity’ score to measure pathogen virulence. These are

two of the three criteria used to estimate ‘burden of disease’ in a

recent protocol for prioritising infectious disease in public health

[47].

We rated each pathogen according to its severity, as described

in Table 1. We gave a score of 0 to pathogens of average

importance, or pathogens for which a lack of data precluded

another score. Incidence data are the estimated mean number of

new cases per year in the USA. Case fatality rates are estimates of

fatality without treatment or co-morbidities and represent the

number of cases of a disease ending in death compared to the

number of cases of the disease. We obtained data from the before-

mentioned databases, plus various reports in the literature (see

Table S1 in Text S1).

We emphasise that while a ‘‘case’’ should represent an infected

individual, in practice it may involve infection of some severity, -

hospitalization even. Thus overall our definition of case fatality

may overestimate virulence. For example, a benign parasite that

infects many hosts asymptomatically, but cause severe disease in a

small proportion of hosts, may be classified as virulent. By contrast,

a virulent parasite that causes disease of equal severity in its hosts

may be classed as less virulent. To correct for this potential bias,

we assessed whether case fatality rate is linked to incidence rate,

and examined the effects of the other variables after controlling for

variation in incidence rate.

Transmission mode and route of infection
We obtained data on transmission mode and route of infection

using the before-mentioned databases. We classified pathogens as

either direct or indirectly transmitted: direct transmission requires

physical contact between an infected and susceptible host, and

indirect transmission requires an agent to transfer the pathogen

from an infected to a susceptible host. We classified the routes of

infection used by pathogens as entry through wounded skin,

inhalation, or ingestion. For example, Bordatella pertussis is usually

Figure 3. Variation in case fatality rate explained by infection
route. Means 61 standard error. Line represents a logistic curve (Table
S3 in Text S1).
doi:10.1371/journal.ppat.1002512.g003
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spread by infected people coughing or sneezing while in close

contact with susceptible others who then inhale the pertussis

bacteria [41] (i.e. direct transmission). Where pathogens can use

more than one mechanism of transmission or infection, we used

the mechanism stated in the infective dose data for our analyses.

Statistical analysis
We performed three analyses. First, we tested whether

minimum infective dose (log transformed) was related to the

mechanism of infection (2 level fixed factor: local or distant),

infection route (3 level fixed factor: ingestion, inhalation, wounded

skin) and the transmission mode of pathogens (2 level fixed factor:

direct, indirect) using a linear mixed effects model (LMM) with

restricted maximum likelihood estimation (REML). Second we

tested if case fatality rate (% of cases resulting in death) was

influenced by infective dose (covariate log transformed), incidence

(covariate log transformed), mechanism of infection, infection

route and transmission mode using a generalised linear mixed

effects model (GLMM) with a binomial error distribution. Finally,

we analysed the severity of infection (21, 0, 1) in relation to the

same explanatory variables as the second analysis using a GLMM

with an ordered multinomial error distribution.

The data (Table S1 in Text S1) encompass a diverse range of

pathogens. We obtained information on the taxonomic classifica-

tion of pathogens from the National Center for Biotechnology

Information (NCBI) [48]. We accounted for the non-indepen-

dence of data arising from phylogenetic relationships between

pathogens in all LMMs and GLMMs using nested taxonomic

random effects structures whereby each taxonomic level (genus,

order, class and kingdom) was nested within all higher taxonomic

levels (see Tables S2–4 in Text S1 for details). We only entered

genus, order, class and kingdom into models because of poor

replication at other taxonomic levels. We examined the signifi-

cance of fixed effects (factors and covariates) using Wald type

adjusted F statistics and the effect with the highest P value was

sequentially dropped until only significant terms (P,0.05)

remained [49]. Prior to all analyses covariates were Z-transformed

(mean = 0, standard deviation = 1). We used the Kenward and

Roger (1997) method for estimating standard errors for parameter

estimates and denominator degrees of freedom since it is

specifically designed for models with multiple random effects

and unbalanced data, increasing the accuracy of significance tests

[50–52]. We assessed the significance of random effects using log-

likelihood ratio tests (LRTs) [53]. All analyses were conducted in

SAS version 9.2.

Supporting Information

Text S1 Dataset and statistical analysis tables. Here we

provide details of the pathogens included in this study and

summaries of the statistical analysis: Table S1: Pathogens included

in the analysis; Table S2: LMM of infection dose; Table S3:

GLMM of case fatality rate; Table S4: GLMM of severity of

infection.

(DOC)

Acknowledgments

We thank Sunetra Gupta, Adrian Smith, Sam Brown, Kevin Foster and

Angus Buckling for helpful discussions; two anonymous referees for

improvements to the manuscript.

Author Contributions

Conceived and designed the experiments: HCL SAW. Performed the

experiments: HCL. Analyzed the data: HCL CKC. Contributed reagents/

materials/analysis tools: HCL CKC SAW. Wrote the paper: HCL CKC

SAW. All authors contributed substantially to this work: HCL CKC SAW.

References

1. Sewell DL (1995) Laboratory-associated infections and biosafety. Clin Microbiol

Rev 8: 389–405.

2. Schmid-Hempel P, Frank SA (2007) Pathogenesis, virulence, and infective dose.

PLoS Pathog 3: 1372–1373. doi:10.1371/journal.ppat.0030147.

3. Schmid-Hempel P (2011) Evolutionary Parasitology: The Integrated Study of
Infections, Immunology, Ecology, and Genetics. Oxford: Oxford University

Press.

4. Harvey PH, Pagel MD (1991) Oxford series in ecology and evolution 1. The
comparative method in evolutionary biology. Oxford, UK: Oxford University

Press.

5. Felsenstein J (1985) Phylogenies and the comparative method. Am Nat 125:

1–15.

6. Grafen A (1989) The phylogenetic regression. Philos T Roy Soc B 326: 119–157.

7. Cluttonbrock TH, Harvey PH (1977) Primate ecology and social-organisation.
J Zool 183: 1–39.

8. Hadfield JD, Nakagawa S (2010) General quantitative genetic methods for
comparative biology: phylogenies, taxonomies and multi-trait models for

continuous and categorical characters. J Evol Biol 23: 494–508. doi:10.1111/

j.1420-9101.2009.01915.x.

9. Frank SA, Schmid-Hempel P (2008) Mechanisms of pathogenesis and the

evolution of parasite virulence. J Evol Biol 21: 396–404. doi:10.1111/j.1420-

9101.2007.01480.x.

10. Frank SA (1996) Models of parasite virulence. Q Rev Biol 71: 37–78.

11. Alizon S, Hurford A, Mideo N, Van Baalen M (2009) Virulence evolution and

the trade-off hypothesis: history, current state of affairs and the future. J Evol
Biol 22: 245–259. doi:10.1111/j.1420-9101.2008.01658.x.

12. Ewald PW (1994) Evolution of Infectious Diseases. Oxford, UK: Oxford

University Press.

13. Wild G, Gardner A, West SA (2009) Adaptation and the evolution of parasite

virulence in a connected world. Nature 459: 983–986. doi:10.1038/

nature08071.

14. Lion S, Boots M (2010) Are parasites ‘‘prudent’’ in space? Ecol Lett 13:

1245–1255. doi:10.1111/j.1461-0248.2010.01516.x.

15. Boots M, Mealor M (2007) Local interactions select for lower pathogen
infectivity. Science 315: 1284–1286. doi:10.1126/science.1137126.

16. Boots M, Sasaki A (1999) ‘Small worlds’ and the evolution of virulence: infection

occurs locally and at a distance. Proc Biol Sci 266: 1933–1938.

17. Bull JJ (1994) Perspective- Virulence. Evolution 48: 1423–1437.

18. Ewald PW (1991) Waterborne transmission and the evolution of virulence

among gastrointestinal bacteria. Epidemiol Infect 106: 83–119.

19. Hamilton WD (1972) Altruism and related phenomena mainly in social insects.
Annu Rev Ecol Syst. pp 193–232.

20. Bull JJ, Molineux IJ, Rice WR (1991) Selection of benevolence in a host-parasite

system. Evolution 45: 875–882.

Table 1. Definition of the scores for calculating disease severity.

Scores

21 0 1

Hospitalisation is rare. Work loss is ,2
days. No persisting illnesses/handicaps

Hospitalisation is rare. Work loss .5days
is rare. Few persisting illnesses/handicaps.

Hospitalisation is frequent, work loss of .5days
is frequent. Persisting illnesses/handicaps occur.

Adapted from [47].
doi:10.1371/journal.ppat.1002512.t001

Pathogenesis, Infective Dose and Virulence

PLoS Pathogens | www.plospathogens.org 4 February 2012 | Volume 8 | Issue 2 | e1002512



21. Ewald PW (1983) Host-parasite relations, vectors, and the evolution of disease

severity. Annu Rev Ecol Syst 14: 465–485.
22. Nowak MA, May RM (1994) Superinfection and the evolution of parasite

virulence. P Roy Soc Lond B Biol 255: 81–89.

23. Frank SA (1994) Kin selection and virulence in the evolution of protocells and
parasites. Proc Biol Sci 258: 153–161.

24. Brown SP, Hochberg ME, Grenfell BT (2002) Does multiple infection select for
raised virulence? Trends Microbiol 10: 401–405.

25. West SA, Buckling A (2003) Cooperation, Virulence and Siderophore

Production in Bacterial Parasites. Proc Biol Sci 270: 37–44.
26. Gardner A, West SA, Buckling A (2004) Bacteriocins, spite and virulence. Proc

Biol Sci 271: 1529–1535. doi:10.1098/rspb.2004.2756.
27. Ebert D, Bull JJ (2003) Challenging the trade-off model for the evolution of

virulence: is virulence management feasible? Trends Microbiol 11: 15–20.
28. Herre EA (1993) Population-structure and the evolution of virulence in

nematode parasites of fig wasps. Science 259: 1442–1445.

29. De Roode JC, Fernandez de Castillejo CL, Faits T, Alizon S (2011) Virulence
evolution in response to anti-infection resistance: toxic food plants can select for

virulent parasites of monarch butterflies. J Evol Biol 24: 712–722. doi:10.1111/
j.1420-9101.2010.02213.x.

30. Levin S, Pimentel D (1981) Selection of intermediate rates of increase in

parasite-host systems. Am Nat 117: 308–315.
31. Bremermann HJ, Pickering J (1983) A game-theoretical model of parasite

virulence. J Theor Biol 100: 411–426.
32. vanBaalen M, Sabelis MW (1995) The dynamics of multiple infection and the

evolution of virulence. Am Nat 146: 881–910.
33. de Roode JC, Pansini R, Cheesman SJ, Helinski MEH, Huijben S, et al. (2005)

Virulence and competitive ability in genetically diverse malaria infections. Proc

Natl Acad Sci USA 102: 7624–7628. doi:10.1073/pnas.0500078102.
34. Ebert D (1998) Evolution - Experimental evolution of parasites. Science 282:

1432–1435.
35. Kerr B, Neuhauser C, Bohannan BJM, Dean AM (2006) Local migration

promotes competitive restraint in a host-pathogen ‘tragedy of the commons’.

Nature 442: 75–78. doi:10.1038/nature04864.
36. Rumbaugh KP, Diggle SP, Watters CM, Ross-Gillespie A, Griffin AS, et al.

(2009) Quorum Sensing and the Social Evolution of Bacterial Virulence. Curr
Biol 19: 341–345. doi:10.1016/j.cub.2009.01.050.

37. Kohler T, Buckling A, van Delden C (2009) Cooperation and virulence of
clinical Pseudomonas aeruginosa populations. Proc Natl Acad Sci USA 106:

6339–6344. doi:10.1073/pnas.0811741106.

38. United States Food and Drug Administration (2003) The Bad Bug Book.

Available: http://www.fda.gov/Food/FoodSafety/FoodborneIllness/Foodbor-
neIllnessFoodbornePathogensNaturalToxins/BadBugBook/default.htm. Ac-

cessed 2 December 2009.

39. Health Canada (2003) Pathogen safety data sheets. Available: http://www.phac-
aspc.gc.ca/lab-bio/res/psds-ftss/index-eng.php. Accessed 2 December 2009.

40. Medscape. Infectious Disease Articles. Available: http://emedicine.medscape.
com/infectious_diseases. Accessed 2 December 2009.

41. Centers for Disease Control and Prevention. Alphabetical Index of Parasitic

Diseases. Available: http://www.cdc.gov/parasites/az/index.html. Accessed 2
December 2009.

42. World Health Organization. Publications and Fact sheets. Available: http://
www.who.int/research/en/. Accessed 2 December 2009.

43. ISI Web of knowledge database. Available: http://apps.isiknowledge.com.
Accessed 2 December 2009.

44. Wilson M, McNab R, Henderson B (2002) Bacterial Disease Mechanisms: An

introduction to cellular microbiology. Cambridge: Cambridge University Press.
45. Bray M (2005) Pathogenesis of viral hemorrhagic fever. Curr Opin Immunol 17:

399–403. doi:10.1016/j.coi.2005.05.001.
46. Wooldridge K (2009) Bacterial Secreted Proteins: Secretory Mechanisms and

Role in Pathogenesis Caister Academic Press.

47. Krause G, Working group on prioritisation at the Robert Koch Institute (2008)
How can infectious diseases be prioritized in public health? A standardized

prioritization scheme for discussion. Embo Rep 9: S22–S27. doi:10.1038/
embor.2008.76.

48. Sayers EW, Barrett T, Benson DA, Bryant SH, Canese K, et al. (2009) Database
resources of the National Center for Biotechnology Information (vol 37, pg D5,

2008). Nucleic Acids Res 37: 3124–3124. doi:10.1093/nar/gkp382.

49. Crawley MJ (2002) Statistical Computing: An Introduction to Data Analysis
using S-Plus. West Sussex: Wiley.

50. Kenward MG, Roger JH (1997) Small Sample Inference for Fixed Effects from
Restricted Maximum Likelihood. Biometrics 53: 983–997.

51. Littell RC, Milliken GA, Stroup WW, Wolfinger RD, Schabenberger O (2006)

SAS for Mixed Models SAS Publishing.
52. Bolker BM, Brooks ME, Clark CJ, Geange SW, Poulsen JR, et al. (2009)

Generalized linear mixed models: a practical guide for ecology and evolution.
Trends Ecol Evol 24: 127–135. doi:10.1016/j.tree.2008.10.008.

53. Self SG, Liang KY (1987) Asymptotic properties of maximum likelihood
estimators and likelihood ratio tests under non-standard conditions. J Am Stat

Assoc 82: 605–610.

Pathogenesis, Infective Dose and Virulence

PLoS Pathogens | www.plospathogens.org 5 February 2012 | Volume 8 | Issue 2 | e1002512


