
S1 Appendix: Baseline methods We summarize the baseline methods for
predicting the evolution of the spread of a fake news item: linear regression (LR) and
reinforced Poisson process (RPP).

Linear regression (LR)

Linear regression is applied to the logarithm of the cumulative number of posts up to
time t:

logRt = αt + logR(Tobs) + σtξt,

where Rt is the cumulative number of posts at the prediction time t, R(Tobs) is the
cumulative number of posts at the observation time Tobs, and ξt represents the
Gaussian random variable with zero mean and unit variance. The parameters {αt, σ2

t }



are estimated by the maximum likelihood method from the training data where the
tweet sequence in the entire period is available. The cumulative number of posts is
predicted by the unbiased estimator

R̂t = R(Tobs) exp(α̂t + σ̂2
t /2),

where R̂t is the prediction of the cumulative number, and α̂t and σ̂2
t are the fitted

parameters.

Reinforced Poisson process (RPP)

RPP is a point process model, similar to TiDeH, where the instantaneous function is
written as

λ(t) = cfγ(t)rα(R(t)),

where fγ(t) = t−γ describes the aging effect, and rα(R) = ε+ 1−e−α(R+1)

1−e−α is a
reinforcement mechanism associated with the multiplicative nature of the spreading.
The model parameters {c, γ, α} are determined by the maximum likelihood method.
The cumulative number of posts is evaluated by the expectation of the RPP model,
described as follows:

dR

dt
= λ(t)

which can be solved analytically

R(t) = (log(1 + ex)− x− log ε̃− α)/α,

with

x(t) =
ε̃cα(T 1−γ

obs − t1−γ)

(1− γ)(1− e−α)
− (R(Tobs) + 1)α− log(ε̃− e−α(R(Tobs)+1)),

and ε̃ = 1 + ε(1− e−α). This expression is used to predict the cumulative number.


