
1 

Multi-criteria decision analysis 2 

We performed ranking of the counties using a multi-criteria decision analysis approach. In this 3 

approach, alternatives (or counties) are first scored based on weights and values of the criteria (or 4 

health indicators). In our study, we considered the equal weights for six health indicators. Then, 5 

health indicator measures are normalized, and each county is scored based on normalized health 6 

indicator values using the weighted sum method (1–3). The equation for scoring the counties is 7 

provided below: 8 

Sj = ∑ 𝐻𝐼𝑖𝑗 ×𝑊𝑖
6
𝑖=1                   (1) 9 

Here, Sj is the overall score of county 𝑗. 𝐻𝐼𝑖𝑗 is the normalized value of indicator, i for county 10 

𝑗 and 𝑊𝑖  (=1/6) is the weight of the indicator, 𝑖. Finally, the counties are ranked based on county 11 

Sj scores. The county with the lowest overall score is ranked as the best county and the county with 12 

the highest score is ranked as the worst county. 13 

 14 

Model Selection 15 

We examined autocorrelation function (ACF) and a partial autocorrelation function (PACF) for 16 

our data. ACF and PACF provide guidance to identify the most appropriate model form between 17 

AR, MA and ARMA model alternatives (4). A guide to model selection is presented in the Table 18 

below: 19 

Table 5 A guide to Model Selection based on ACF and PACF 20 

Model ACF PACF 

AR  Geometric Significant till p lags 

MA  Significant till q lags Geometric 

ARMA  Geometric Geometric 



We generated ACF and PACF for our response variable (see Fig 3). From the figure, it is 21 

apparent that ACF and PACF function are geometric in nature providing further support to our 22 

ARMA model selection. 23 

 24 

Fig 3: ACF and PACF of the Response Variable 25 

Further, as we have some significant lags in the PACF, we estimated both AR and ARMA 26 

model and compared their BIC values. In our case, the BIC values are: AR: 641273.08 and ARMA: 27 

628694.67. The comparison further reinforces our preference of ARMA structure over the AR 28 

model.  29 

 30 

Correlation and Multicollinearity  31 

We plot a correlation matrix to highlight the Pearson correlation coefficient between each 32 

independent variable in the dataset.  Fig 4 presents the correlation matrix across the different 33 

independent variables found significant in the analysis. The figure clearly highlights the weaker 34 



correlation across majority of the predictors while finding the presence of mild correlations (>0.5 35 

and <0.68) across the following pairs (income, employment rate); (% of People less than high 36 

school education and employment rate); (HIV rate and % of African-American); and (% young 37 

and senior people).  38 

 39 

Fig 4 Pearson Correlation Matrix Across the Variables 40 

As the multicollinearity is suspected across the above-mentioned pairs, we estimate the 41 

variance inflation factor (VIF) for these variables. VIF estimates the increase in variance of the 42 

coefficient for each variable in response to the correlated predictors. A VIF value of 1 for a variable 43 

implies complete independence from any other predictors in the model. VIF value greater than 5 44 

is usually considered as a high level of collinearity while less than 5 is believed a non-significant 45 

multicollinearity that does not require any correction (5). In our analysis, the maximum value of 46 

VIF we found is 3.8 (removing one variable at a time and then replace it: rotating the set of 47 

independent variables to arrive at an accurate representation of VIF) and therefore we can safely 48 

conclude that our analysis was unaffected by the multicollinearity issue.”  49 
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