
 1 

SUPPLEMENTARY METHODS 

System of Ordinary Differential Equations 

𝑑𝑆
𝑑𝑡 = −𝜒(𝑡)𝜌

𝛽𝑆
𝑁
(𝑈 + 𝐼) − 𝛼(𝑡)𝑆 + 𝜁(𝑡)𝑃 +

𝜋
1 − 𝜏

5𝑅! + 𝑅" + 𝑅#7 

𝑑𝐸
𝑑𝑡 = 𝜒(𝑡)𝜌

𝛽𝑆
𝑁
(𝑈 + 𝐼) − 𝛾𝐸 

𝑑𝐼
𝑑𝑡 = 𝛾𝐸 − 𝜈𝐼 − 𝜃𝐼 − 𝛿𝐼 

𝑑𝑈
𝑑𝑡 = 𝜈𝐼 − 𝜙𝑈 

𝑑𝑄
𝑑𝑡 = 𝜃𝐼 − 𝜔𝑄 

𝑑𝐻
𝑑𝑡 = 𝛿𝐼 − 𝜆(𝑡)𝐻 − 𝜅(𝑡)𝐻 

𝑑𝑅!
𝑑𝑡 = 𝜙𝑈 −

𝜋
1 − 𝜏 𝑅! 

𝑑𝑅"
𝑑𝑡 = 𝜔𝑄 −

𝜋
1 − 𝜏 𝑅" 

𝑑𝑅𝐻
𝑑𝑡

= 𝜆(𝑡)𝐻 −
𝜋

1 − 𝜏
𝑅𝐻	

𝑑𝐷
𝑑𝑡 = 𝜅(𝑡)𝐻 

𝑑𝑃
𝑑𝑡 = 𝛼(𝑡)𝑆 − 𝜁(𝑡)𝑃 

Parameter estimation 

Model compartments Q, Rh, H, D were fit to extracted NYSDOH case data (confirmed,  hospitalized total,  hospitalized 
active, deaths) according to the following transformations: Q = (confirmed) – (hospitalized total); Rh = (hospitalized 
total) – (hospitalized active) – (deaths); H = (hospitalized active); D = (deaths). Parameters of the model were 
estimated with global optimization, using the particle swarm algorithm with post-hoc large-scale constrained non-
linear minimization (“fmincon”) implemented with an iterative sequential quadratic programming algorithm (“sqp”) 
in Matlab (Tables S1-2) [1, 2]. Confidence intervals were estimated by bootstrapping the “fmincon” optimization 
algorithm with random lognormal gaussian noise applied to the SARS-CoV-2 sample data.  

Sensitivity analysis and goodness of fit 

The sensitivity of the model was estimated with two methods. First, bivariate sensitivity analysis was performed, 
where pairs of parameters were varied while other parameters were held at best-fit values. The model was simulated 
with each combination, and the total deaths of the simulation estimated by September 1st, 2020 were evaluated (Figure 
S2). Next, a global sensitivity analysis was performed to evaluate the first-order global sensitivity coefficients using 
the Sobol’s method, with samples selected through 10000 iterations of a quasi-random Monte Carlo Simulation 
(Figure S3) [3]. Goodness of fit was evaluated by analyzing the residuals of the fit, which reveal an approximately 
normal distribution (Figure S4).  
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Reproductive number 

The basic reproductive number (R0) of the system was solved for using the next-generation matrix method (see, 
Supplementary Methods) [4, 5]: 

𝑅% =
𝜒𝜌𝛽

𝜈 + 𝛿 + 𝜃 (1 +
𝜈
𝜙)	

The instantaneous effective reproductive number (R(t)) was solved for with the following equation: 

𝑅(𝑡) =
𝑅&𝑆
𝑁 	

During the initial period of the outbreak of an infectious disease, there is relative lack of testing capacity compared to 
the prevalence of the pathogen. As testing capacity increases, one can confound this improved detection rate with 
rapid transmission of the pathogen (ascertainment bias). In order to avoid this, the peak reproductive number was 
estimated after the daily rate of change in the ratio of positive tests to confirmed tests was negative for 7 consecutive 
days. SARS-CoV-2 testing data was sourced from the NYSDOH [6]. 

Basic Reproductive Number Proof 

To solve for the basic reproductive number, first the system was evaluated at the disease-free equilibrium: 

E𝑆%, 𝐸%, 𝐼%, 𝑈%, 𝑄%, 𝐻%, 𝑅!%, 𝑅"%, 𝑅#%, 𝐷%, 𝑃%G = (𝑁, 0,0,0,0,0,0,0,0,0,0) 

Next, a sub-model of the system was made where: 

𝑑𝑥
𝑑𝑡 = 𝐹(�⃗�) − 𝑉(�⃗�) 

= 𝐹(�⃗�) − (𝑉'(𝑥) − 𝑉((𝑥)) 

=

⎣
⎢
⎢
⎢
⎢
⎡𝜒𝜌𝛽𝑆

(𝑈 + 𝐼)
𝑁
0
0
0
0 ⎦

⎥
⎥
⎥
⎥
⎤

−

⎣
⎢
⎢
⎢
⎡

𝛾𝐸
𝜈𝐼 + 𝛿𝐼 + 𝜃𝐼 − 𝛾𝐸

𝜙𝑈 − 𝜈𝐼
𝜔𝑄 − 𝜃𝐼

𝜆(𝑡)𝐻 + 𝜅(𝑡)𝐻 − 𝛿𝐼⎦
⎥
⎥
⎥
⎤

 

=

⎣
⎢
⎢
⎢
⎢
⎡ 𝜒𝜌𝛽𝑆

(𝑈 + 𝐼)
𝑁

− 𝛾𝐸

𝛾𝐸 − 𝜈𝐼 − 𝛿𝐼 − 𝜃𝐼
𝜈𝐼 − 𝜙𝑈
𝜃𝐼 − 𝜔𝑄

𝛿𝐼 − 𝜆(𝑡)𝐻 − 𝜅(𝑡)𝐻⎦
⎥
⎥
⎥
⎥
⎤

 

Then, the Jacobian Matrix of the sub-model was evaluated at the disease-free equilibrium: 

𝐽 E𝑆%, 𝐸%, 𝐼%, 𝑈%, 𝑄%, 𝐻%, 𝑅!%, 𝑅"%, 𝑅#%, 𝐷%, 𝑃%G =

⎣
⎢
⎢
⎢
⎡
−𝛾 𝜒𝜌𝛽 𝜒𝜌𝛽 0 0
𝛾 −𝜈 − 𝜃 − 𝛿 0 0 0
0 𝜈 −𝜙 0 0
0 𝜃 0 −𝜔 0
0 𝛿 0 0 −𝜆(𝑡) − 𝜅(𝑡)⎦

⎥
⎥
⎥
⎤

 

Thus, the next generation matrix was: 
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𝐹𝑉−1 =

⎣
⎢
⎢
⎢
⎢
⎡

𝜒𝜌𝛽

𝜈 + 𝛿 + 𝜃
(1 +

𝜈

𝜙
)

𝜒𝜌𝛽

𝜈 + 𝛿 + 𝜃
(1 +

𝜈

𝜙
)

𝜒𝜌𝛽

𝜙
0 0

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0⎦

⎥
⎥
⎥
⎥
⎤

 

The basic reproductive number R0 is the largest eigenvalue of the next generation matrix. Thus: 

 𝑅! =
"#𝛽

$%&%'
(1 + $

(
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