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The analyses and figures presented in the manuscript were conducted on distinct reference alignments and
trees, suited for each dataset. Firstly, for the Bacterial Vaginosis (BV) dataset, we used the set of reference
sequences from the original study [1], and re-inferred a tree on them. Secondly, for the Tara Oceans (TO)
and Human Microbiome Project (HMP) datasets, we used our Phylogenetic Automatic (Reference) Tree
(PhAT) method [2] to construct sets of suitable reference sequences from the Silva database [3, 4]. We used
the 90% threshold consensus sequences; see [2] for details.

For all analyses, we used the following software setup: Unconstrained maximum likelihood trees were
inferred using RAxML v8.2.8 [5]. For aligning reads against reference alignments and reference trees, we
used a custom MPI wrapper for PaPaRa 2.0 [6, 7], which is available at [8]. We then applied the chunkify

procedure as explained in [2] to split the sequences into chunks of unique sequences prior to conducting
the phylogenetic placement, in order to minimize processing time. Phylogenetic placement was conducted
using EPA-ng [9, 10], which is a faster and more scalable phylogenetic placement implementation than
RAxML-EPA [11] and pplacer [12]. Lastly, given the per-chunk placement files produced by EPA-ng, we
executed the unchunkify procedure of [2] to obtain per-sample placement files. These subsequently served
as the input data for the methods presented here.

We made the scripts, data and other tools used for the tests and figures presented here available at
http://github.com/lczech/placement-methods-paper. See there for further details.

1 Bacterial Vaginosis

We used the Bacterial Vaginosis dataset [1] in order to compare our novel methods to existing ones such as
Edge PCA and Squash Clustering [13, 14]. The dataset contains metabarcoding sequences of the vaginal
microbiome of 220 women, and was kindly provided by Sujatha Srinivasan. This small dataset with a total of
426 612 query sequences, thereof 15 060 unique, was already analyzed with phylogenetic placement methods
in the original publication [1] and in [13]. We re-inferred the reference tree of the original publication using
the original alignment, which contains 797 reference sequences specifically selected to represent the vaginal
microbiome. As the query sequences were already prepared, no further preprocessing was applied prior to
phylogenetic placement. The available per-sample quantitative meta-data for this dataset comprises the
Nugent score [15], the value of Amsel’s criteria [16], and the vaginal pH value. We used all three meta-data
types in our analyses.

For our comparison of Placement-Factorization to the original Phylofactorization [17], we furthermore
conducted OTU clustering of the sequences, using two different methods: We used vsearch v2.9.1 [18] as
well as swarm v2.2.2 [19, 20] to obtain two sets of OTU clusters. We filtered the OTU table to remove low
abundance OTUs, by only keeping those that appear in more than 10% of the samples. In order to assign
each OTU to a fitting taxonomic path, we used the assign command of our toll gappa. To this end, we
placed the OTUs on the BV reference tree mentioned above, in order to obtain taxonomic assignments for
the OTUs that are in line with the taxonomic labels used in our other analyses of the dataset. Each set of
OTUs was subsequently aligned with MAFFT v7.310 [21, 22], using the L-INS-i strategy [23]. Finally,
we inferred an OTU tree for each set, using the recent RAxML-NG v0.7.0 [24]. These two OTU trees
were then used with the meta-data for conducting an analysis with Phylofactor, based on the excellent
tutorials at https://github.com/reptalex/phylofactor. The results for the first ten factors for each of these two
trees is for example shown in S3 Table of the supplement.
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2 Tara Oceans

The Tara Oceans (TO) dataset [25, 26, 27] that we used here contains amplicon sequences of protists, and
is available at https://www.ebi.ac.uk/ena/data/view/PRJEB6610. At the time of download, there were 370
samples available with a total of 49 023 231 sequences. As the available data are raw fastq files, we followed
[28] to generate cleaned per-sample fasta files. For this, we used our tool PEAR [29] to merge the paired-
end reads; cutadapt [30] for trimming tags as well as forward and reverse primers; and vsearch [18]
for filtering erroneous sequences and generating per-sample fasta files. We filtered out sequences below
95 bps and above 150 bps, to remove potentially erroneous sequences. No further preprocessing (such as
chimera detection) was applied. This resulted in a total of 48 036 019 sequences, thereof 27 697 007 unique.
The sequences were then used for phylogenetic placement as explained above. We placed the sequences
on the unconstrained Eukaryota reference tree obtained via our Phylogenetic Automatic (Reference) Trees
(PhAT) method [2], which comprises 2059 taxa, thereof 1795 eukaryotic sequences. The remaining 264 taxa
are Archaea and Bacteria, and were included as a broad outgroup. The TO dataset has a rich variety
of per-sample meta-data features; in the context of this paper, we mainly focus on quantitative features
such as temperature, salinity, as well as oxygen, nitrate and chlorophyll content of the water. Furthermore,
each sample has meta-data features indicating the date, longitude and latitude, depth, etc. of the sampling
location. This data might be interesting for further correlation analyses based on geographical information.
We did not use them here, as for example longitude and latitude would require a more involved method
that also accounts for, e.g., ocean currents. Furthermore, geographical coordinates yield pairwise distances
between samples, which are not readily usable with our correlation analysis. Lastly, in order to use features
such as the date, that is, in order to analyze samples over time, the same sampling locations would need to
be visited at different times during the year, which is not the case for the Tara Oceans expedition.

3 Human Microbiome Project

We used the Human Microbiome Project (HMP) dataset [31, 32] for testing the scalability of our methods.
In particular, we used the “HM16STR” data of the initial phase “HMP1”, which are available from http:
//www.hmpdacc.org/hmp/. The dataset consists of trimmed 16S rRNA sequences of the V1V3, V3V5, and
V6V9 regions. The data are further divided into a “by sample” set and a “healthy” set, which we merged
in order to obtain one large dataset, with a total of 9811 samples. We then removed 10 samples that were
larger than 70 MB as well as 605 samples that had fewer than 1500 sequences, because we considered them
as defective or unreliable outliers. Finally, we also removed 2 samples that did not have a valid body site
label assigned to them. This resulted in a set of 9192 samples containing a total of 118 702 967 sequences
with an average length of 413 bps. From these samples, sequences with a length of less than 150 bps as well
as sequences longer than 540 bps were removed, as we considered them potentially erroneous. No further
preprocessing (such as chimera detection) was applied. This resulted in a total of 116 520 289 sequences, of
which 63 221 538 were unique. We then used the unconstrained Bacteria tree of our Phylogenetic Automatic
(Reference) Trees (PhAT) method [2] for phylogenetic placement. The tree comprises 1914 taxa, thereof
1797 bacterial sequences. The remaining 117 taxa are Archaea and Eukaryota, and were included as a broad
outgroup. Each sample is labeled with one of 18 human body site locations where it was sampled. This is
the only publicly available meta-data feature.

For our re-analysis of the oral/fecal dataset of the original Phylofactorization [17], we used the test data
provided at https://github.com/reptalex/phylofactor. We modified the scripts to produce 10 factors instead
of the default of using their stopping criterion, in order to be comparable to our implementation and results.
For the comparison with our Placement-Factorization, we selected a suitable oral/fecal subset of the HMP
dataset as described in the main text.
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