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This Appendix provides additional information on the existing literature, as well as additional details on the study population, data and variable construction, empirical strategy, and results.

I. [bookmark: _Toc509566174][bookmark: _Toc511207111]Existing research on CDS

Despite the concerns about over-scanning, the interest in CDS as a way to mitigate this problem, and the upcoming policy change requiring use of CDS for Medicare reimbursement of high-cost imaging, we know of no large-scale randomized trials on the impact of CDS for imaging. By contrast, there are a number of RCTs for decision support tools designed to prevent prescribing leading to harmful drug interactions or adverse drug events,1–4 reduce redundant laboratory test orders,5–7 and encourage appropriate use of medications and laboratory testing.4,8–14 A number of reviews of the decision-support literature note the dearth of randomized controlled trial evidence when it comes to tools to support diagnostic imaging.15–17
We have been able to identify only one provider-level RCT carried out in a clinical setting that tests the effect of CDS with appropriateness guidelines on diagnostic imaging.18 This study was of 66 providers at an urgent care center who were randomized into either CDS for radiography for patients with foot and ankle injuries, or to control; it found that CDS increase adherence to guidelines. Another study conducted an RCT (randomized at the patient level) of providing providers with information on charges for clinical laboratory and radiological tests at the time of the decision; no statistically significant effect was recorded on the number of tests ordered.19 We found two others studies that conducted a physician-level RCT where physicians were asked to evaluate vignettes (i.e. hypothetical scenarios), which found that including  information about guidelines could affect physician choices diagnostic tests and imaging in these hypothetical scenarios.20-22 
Observational studies of CDS for high-cost imaging have produced mixed evidence on effectiveness. For example, a number of pre-post studies have found that the roll-out of CDS was correlated with 50-80% reductions in scans deemed inappropriate,23–28 and some evidence of a reduction in CT scans for specific injuries such as head injury and c-spine injury29.   However, not all observational studies have concluded that CDS is effective. For example the high-profile Medicare Imaging Demonstration (MID) project found little impact to no impact on scan ordering.30 The MID project included over 5,000 physicians across seven partnering conveners to compare physicians before and after the implementation of a CDS system. One possible contributing factor is that about two-thirds of scans were not scored, either because doctors managed to avoid the CDS or because CDS was not available for the clinical scenario. 
The general concern with pre-post studies that it is difficult to assess what would have happened in the absence of the intervention. In the particular context of CDS, there is the added concern that its introduction often coincides with other efforts by the hospital to reduce high-cost scanning procedures. For example, in one study,23 pre-authorization of high-cost scans was waived for scans placed through the electronic medical record (EMR); this was associated with to more than a 100% increase in scan volume routed through the EMR after CDS was implemented, and drastically different composition of scans ordered pre- versus post- CDS. Such contemporaneous changes make it difficult to isolate the causal effect of CDS. 
II. [bookmark: _Toc509566175][bookmark: _Toc511207112]Study Design

[bookmark: _Toc509566176][bookmark: _Toc511207113]II.1 Setting and Timeframe 

Aurora Health Care is a non-profit, healthcare system in Wisconsin. It was founded in 1984 through the merger of two existing Milwaukee hospitals. Currently, it consists of 15 hospitals, with more than 150 clinics and 70 pharmacies throughout eastern Wisconsin. It includes a variety of practice settings, including small clinics, multi-specialty large clinics, suburban hospitals, urban hospitals and quaternary care hospitals. According to the 2014 Provider of Service Data from CMS, Aurora had about 12% of the total number of hospital beds in WI. The Aurora network includes a range of small (60-70 bed) and large (300-400 bed) hospitals. The median-sized hospital in the system is around the national median.  
Appendix Figure 1 summarizes the timeline for the study. The CDS went “live” for treatment providers on the morning of December 15, 2016; this was the first day in which the treatment group could be shown best practice alerts (BPAs) if their ordering so warranted. We planned and pre-specified a one year study (through December 15, 2017). 
Our study period is therefore from December 15, 2016 through December 15, 2017. For much of our analysis we also include ordering behavior during the “pre-study period” – also referred to as the quiet period - which covers April 22, 2016 through December 14, 2016. The basic order entry system had been in place prior to April 22, 2016, but it was on April 21, 2016 that a change was made (which persists through our study period) requiring providers to enter a structured indication (i.e. choose from a pre-populated list of indications) rather than having the option to provide a free-text entry as the reason for the scan. During the entire time of the study (and preceding it) the order entry system was supported by National Decision Support Company (NDSC), a third party vendor which provides the software to implement the ruleset and the design of the associated BPA.

Data were de-identified by researchers at Aurora and sent to MIT via a secure FTP. MIT researchers performed the randomization (using STATA 13) on the de-identified list of subjects; the de-identified list of subjects and their treatment status were returned to Aurora, which then relayed the information to NDSC, so that it could turn on the capability of the BPA to be shown to the treatment group but not the control group.  The MIT researchers worked with the Aurora team to ensure and verify that this transfer of information was conducted accurately and that the two groups received CDS or not as intended. The MIT authors vouch for analytic accuracy and completeness, as well as fidelity to the study protocol.

[bookmark: _Toc509566177][bookmark: _Toc511207114]II.2 Clinical Decision Support (CDS) Intervention

[bookmark: _Toc509566178][bookmark: _Toc511207115]ACR guidelines and ACR Select

The CDS tool that we study, ACR Select, was created by the National Decision Support Company (NDSC) to integrate guidelines largely from the American College of Radiology (ACR) directly into a hospital’s electronic medical record (EMR). Scores given by the CDS are a computerized version of guidelines created by the American College of Radiology (ACR). 

The guidelines score the appropriateness of a scan order for a given clinical indication, where indications include common symptoms and diagnosis keywords, such as “acute headache.” In particular, indication-scan pairs are assigned an “appropriateness rating” from 1-9, with lower scores being less appropriate. Scores 1-3 are ‘usually not appropriate,’ 4-6 are ‘may be appropriate,’ and 7-9 are ‘usually appropriate.’ The CDS will then show a “best practice alert” (BPA) as a function of the “appropriateness” score and the appropriateness score of alternative potential scans.

In 1995, ACR published its first set of medical guidelines on imaging and treatment decisions.31 Since then, ACR has iterated on the construction of these guidelines, arriving at the current process for deliberation in 2012, in which ACR releases guidelines for diagnostic imaging through its (then newly-formed) Committee on Diagnostic Imaging/Interventional Radiology Appropriateness Criteria.32 Over 300 volunteer physicians from a broad range of medical specialties participate in over 20 panels grouped by body system, including subcommittees on radiation exposure and appropriateness criteria methodology, and a committee of panel chairs who make final decisions on appropriateness ratings. Physicians are intentionally selected from diverse geographic regions and from both academic and private practice settings. Each panel selects conditions to be scored based on prevalence, variability of practice, costs, morbidity potential, and potential for improved care. After conditions are selected, the committee conducts a literature search of peer-reviewed journals and ACR staff draft and distribute an evidence table summarizing the selected literature. Physician members then individually score the conditions for a given scan. From these scores, the committee creates a table with a frequency distribution of ratings. If 80% agree about a rating category, then the median rating is assigned as the panel’s final rating. The committee continues this process for up to 3 rounds of ratings, and if no consensus is reached, the committee reports “no consensus” and the scan will not be scored.32

[bookmark: _Toc509566179][bookmark: _Toc511207116]Order Work Flow

The CDS studied here works as follows: To order a high-cost scan from a patient’s chart, the provider must request an imaging order through the radiology order entry system embedded in Epic, the software Aurora uses for its EMR system and one of the industry leaders. Specifically, to order a high-cost scan, the provider must (1) select a scan type (e.g. “CT Head/Brain”) and (2) select a structured clinical indication (e.g. “Headache”); the provider cannot enter free text for the indication.  The EMR system then sends information to a web services platform, ACR Select, including the scan, indication, patient age, and patient gender to determine the appropriateness rating. ACR Select is an industry leader in radiology CDS, whose rule set was developed by the American College of Radiology (as described above). ACR Select scores the order based on the image type, indication(s), and (in some cases) data on patient’s age and gender; if the provider chooses multiple indications, the system selects the maximum score across the image-indication. ACR Select then sends the score back to the EMR along with a list of alternative scans, given the selected indication. 
The CDS logic (described below) determines whether or not a Best Practice Alert (BPA) should be shown.  The best practice alert (BPA), appears as a “pop-up” within the EMR (for an example, see Figure 3). The CDS displays the appropriateness score as well as more appropriate alternative scan options. By clicking action items at the bottom of the window, providers can proceed with the original order by clicking “accept” or “cancel”, delete their current order, and/or switch to a different scan order. If the provider chooses to make any changes to her order, she must then click “accept” to place the new order. If a BPA is not shown, the order is automatically placed and becomes actionable (i.e. a technician can undertake the scan). Once an order has been placed, the user provider must select an “ordering provider” to sign off on the order; this is defaulted to the user provider if she has clearance to order scans.

The scoring process usually imposes a time delay of 1-2 seconds but never more than 7 seconds within the ordering process.  If the delay exceeds 7 seconds the attempt to score the order will be terminated. This occurs for about 0.3% of scans, and can be due to a myriad of reasons but mostly likely due to server downtime on either side or excess traffic on a server.

The above work-flow describes the experience of a treatment provider entering a scan order. We refer to the person entering the scan order into the EMR as the “user provider”. Our analysis is of the behavior of the provider who decides whether a given scan is to be ordered; we refer to this person as the “ordering provider”.  The ordering provider is, in most cases, also the user provider. However, it is possible for other personnel to enter orders on behalf of the ordering provider. These other personnel could be other study participants, medical personnel outside of the study such as nurses, or non-medical personnel such as clerical workers and technicians. We refer to cases when the user provider is different from the ordering provider as a “handoff”; the vast majority of handoffs are to nurses. Importantly for our analysis, a treatment ordering provider may not have an order subject to the CDS if it is entered by a user provider who is a control provider, or someone outside of the study. Likewise, a control ordering provider could have an order subject to the CDS if it is entered by a user provider who is a treatment provider. We discuss the implications of such handoffs for interpretation of our findings in Section V.2.

[bookmark: _Toc509566180][bookmark: _Toc511207117]CDS logic for showing the BPA

ACR Select generates scores 1-9 for many high-cost scan orders; however, not all high-cost scans are scored. We refer to high-cost scans that do not receive a score between 1 and 9 as “unscored”, and discuss them further in Section III.3. 

Among high-cost scans that are scored, three factors determine when a BPA is shown: 1) the score of the scan, 2) the score of alternative scans for the selected indication and 3) whether the BPA is repetitive. Aurora precludes “repetitive BPAs”, those that pertain to the same scan-indication pair for the same patient and provider within a 30 minute window.

For the first two criteria Aurora followed more aggressive rules for the first quarter of the study period and slightly reduced alerts for the remainder of the study. From December 15, 2016 to March 29, 2017 the BPA would be shown for treatment providers for an order scored less than 7 or with a strictly higher scoring alternative. For the remainder of the study, the BPA would be shown for treatment providers if the order scored less than 7 and have a strictly higher scoring alternative. These criteria created two sets of scans (which represented about 11 percent of scans ordered by the control group in the study period) for which the BPA would be shown for the first four months of the study period but not subsequently: a scan scoring 7 or 8 with a strictly greater alternative, and a scan scoring less than 7 without a strictly higher alternative.  Appendix Figure 2 summarizes the BPA logic that was in place for over three-quarters of the study period.

We define our primary outcome targeted scans as high-cost scans with a score of less than 7 with a strictly higher scoring alternative. Not all low scoring orders are targeted; the display of the BPA is determined by both the score of the ordered scan and the set of scores for alternative scans for the same indication. During our study period, a BPA would always be shown for targeted scan orders if they were entered by a treatment group provider and were a non-repetitive order; we define targeted scans symmetrically for treatment and control providers. 

One idiosyncratic feature of the Aurora-specific ordering process that affects its interaction with the ACR ruleset is that imaging orders placed at Aurora are “contrast generic”;  the provider is not required to specify contrast (with, without, or with and without contrast)  to complete the imaging order. If the provider did not specify, the radiologist determines how to perform the scan. 

According to NDSC, less than 4% of their clients use contrast-generic scoring. The ACR Select ruleset may have different scores for scan-indication pairs with different contrast choices. In a contrast-generic scoring process like Aurora’s for scan-indication pairs with different scores for difference contrast choices, ACR Select chooses the maximum score across these options under the assumption that the provider or radiologist will choose the most appropriate method.  This affects the alternatives shown as well as the scoring of the original request. In our study period, 9% of scored high-cost scans ordered by the control group might have had their score affected by contrast generic scoring, and 7% would have had the offered alternatives affected.

[bookmark: _Toc509566181][bookmark: _Toc511207118]III. Data

[bookmark: _Toc509566182][bookmark: _Toc511207119]III.1. Data Sources

Our analyses are all based on administrative data collected at Aurora Health and the National Decision Support Company. Historical data were shared in the planning for the study, followed by cumulative monthly data sets shared over the course of the study period.
Our analysis focuses on the types of scans ordered by providers. Our outcome measures are based on scan-request level data from NDSC that contain – for each scan request ordered by one of our study providers – the indication and imaging order requested, as well as the score and set of alternatives. These data allow us to identify the score for the order as well as whether the BPA would be shown if the provider were in the treatment group. 
A dataset of ordered scans from Aurora allowed us to link each request observed in the NDSC data to the ordering provider as well as the user provider. We also received an alert-level dataset from Aurora that allowed us to observe which orders showed a BPA, and to confirm that a BPA was shown only when the order was entered by a treatment providers and according to the BPA logic. 
Additional data from Aurora supplied us with each provider’s type (e.g. medical doctor, physician assistant, and technician), age, gender, year of medical school graduation, treatment assignment, and encounter location (i.e. Hospital non-ED, ED, or Outpatient). Finally, patient-level data from Aurora’s Epic electronic medical record system provided information on the age and gender of the patient as of February 6, 2018.

[bookmark: _Toc509566183][bookmark: _Toc511207120]III.2 Variable Definitions

High-cost imaging is comprised of CT, MRI, PET and nuclear medicine. The most common types of high-cost imaging orders are CT scans and MRIs. Unless otherwise-specified, all of our scan order measures refer to high-cost scans.

Our primary outcome is the number of targeted scans ordered during our study period (December 15, 2016 through December 15, 2017). A targeted scan is a scan-indication pair for which the BPA would be shown throughout our study period; these are scans with a score of less than 7 with a strictly higher scoring alternative.  We define targeted scans symmetrically for both the treatment and control providers, even though the BPA is only shown to the treatment providers.

We examine a number of secondary outcomes. We partition targeted scans into those that are scored 1-3 (red orders) and those that score 4-6 (yellow orders); we also separately examine the two most common types of targeted scans: targeted CT scans, and targeted MRI scans. Finally, we examine the total number of high-cost scans (both targeted and non-targeted), as well the number of low-cost scans. Low cost-scans – including ultrasound, x-ray, mammograms, fluoroscopy - are potentially substitutes for low-scoring high-cost scans.

All of our scans measures refer to scans that are ordered by providers in our study population, regardless of whether they are actually performed. This is because we are interested in the provider’s decision at the time of ordering. Orders may not be performed if, for example, the patient does not show up to get the ordered scan or providers update their orders based on new medical information obtained at a later date. 

[bookmark: _Toc509566184][bookmark: _Toc511207121]III. 3 Summary statistics.

[bookmark: _Toc509566185][bookmark: _Toc511207122]Distribution of ordering behavior

Appendix Table 1 shows distributional statistics on scan orders of control providers over the study period. Ordering is highly skewed. The bottom quartile of providers order 2 or fewer high-cost images, while the top quartile ordered 125 or more. More than one-quarter of providers ordered zero targeted scans, while the 75th percentile provider ordered 18 or more targeted scans.

Appendix Table 2 shows the distribution of scan types ordered by control providers during our study period. About 90 percent of high cost scans are MR or CT, with CT being about twice as common (60%) as MRI (30 %). Another 8 percent of high-cost scans are nuclear medicine, and about 2 percent are PET scans. Low-cost scans are about four times more commonly ordered than high-cost scans. The shares of low-cost imaging are: ultrasound (26.1%), x-ray (50.8%), mammogram (15.9%), fluoroscopy (5.0%), and bone densitometry (2.2%), which we include for completeness. 

Appendix Table 3 shows the 20 most frequently requested indication-scan type pairings for high cost scans ordered by controls during the study period. Appendix Table 4 shows the 20 most frequently requested indication-image parings for targeted scans. 

[bookmark: _Toc509566186][bookmark: _Toc511207123]Unscored Scans

As noted in Section II, not all scans are scored.   Appendix Table 5 shows information on unscored scans. Panel A shows that about 22% of high cost scans ordered by controls during our study period were unscored. It also shows that while the vast majority of scored scans had scores assigned directly by the CDS, in about 4 percent of cases we imputed scores to handle issues such as server downtime. For these scans, we combined indication and imaging orders from the EMR with the rule set supplied by NDSC; this allowed us to map imaging-order requests to ACR Select scores, and to scores for the alternative scans for that indication. Below, we refer to such cases as ones with “scores imputed”.

Panel B of Appendix Table 5 shows the set of reasons for a scan to be unscored. The three largest categories are (1) Medicalis scans – four specific scans (CT angiogram coronary arteries, NM myocardial perfusion rest or stress multi, NM myocardial perfusion rest or stress single, and NM PET myocardial perfusion) - which Aurora chose not to have ACR Select score since they were already subject to a different CDS system - (2) some oncology indications - which ACR Select doesn’t score - and (3) procedures that were not in the ACR Select rule set . 
[bookmark: _Toc509566187][bookmark: _Toc511207124]IV. Estimating Equation

Our analyses compare outcomes for ordering providers who were randomized to the treatment group to those who were randomized to the control group.  Our baseline specification is the following OLS regression at the provider level:
							(1)
where  is an indicator variable equal to one if the ordering provider i was randomized to the treatment group and zero if the ordering provider was randomized to the control group;   is a vector of control variables.  We report heteroskedasticity-robust standard errors. 
 is the parameter of interest; it measures the impact of the ordering provider being randomized into the treatment group on the outcome Y. 
Given our simple randomized design, we do not need to control for any covariates   to produce an unbiased estimate of . However, because our historical power calculations suggested that it substantially increased statistical power, our baseline specification includes as a control for the lag of the dependent variable - measured during the quiet period before the BPA could be shown to providers.33,34
[bookmark: _Toc509566188][bookmark: _Toc511207125]V.  Additional Results

[bookmark: _Toc509566189][bookmark: _Toc511207126]V.1 Sensitivity analysis

We explored the robustness of our main results (Table 2 in the text). Appendix Table 6 shows results for our primary outcome – targeted scans. The first row replicates the baseline specification from Table 2 (described above). The next two rows show results without this control, or with additional controls, respectively. Not controlling for the lagged dependent variable substantially reduces the precision of our estimate (i.e. increases the width of the 95% confidence interval), while expanding the set of control variables does not appear to have much effect. This is what we expected based on our power calculations using historical data.33,34

The next two rows show results from analysis using nonlinear models instead of OLS. Given that our outcome is a count variable, we report results from a negative binomial model and a quasi-maximum likelihood poisson model.35 In both models the results are quantitatively similar to the baseline OLS results.

The following two rows explore the sensitivity of our analysis to alternative ways of measuring the primary outcome. In the first of these two, we limit our outcome measure to targeted scans that are actually performed on patients by the end of our study period; about 22% of orders do not result in a scan performed. The penultimate row defines our primary outcome based on the CDS logic that was in place for the first few months of the study. Our main findings are not sensitive to the use of either alternative measure.

In the next row, we explore robustness to the exclusion of the 402 providers (194 treatment and 208 controls) who left Aurora at some point before the end of our study period. This exit rate is balanced across treatment and control; (t-test of balance has p-value=0.46).  Some of these providers left during the quiet period; however the 144 control providers and 133 treatment providers who left Aurora during our study period (rather than before it) are also balanced across treatment and control (t-test of balance has p-value of 0.49). We do not know the exact date of departure, which is why they are included in our main analysis. However the final row shows that effects are similar if we limit to the subsample who was at Aurora throughout the quiet and study period.

In the last two rows, we considered the potential impact of taking into account that providers share practice locations.  Specifically, using encounter-level data, we identified each provider’s primary location (hospital or clinic where they had the largest number of encounters over the trial period).  We then tested the effects of hierarchical modeling by augmenting the main specifications to estimate the confidence intervals clustering the standard errors at this primary-location level, which accounts for correlation across providers within location (sometimes referred to as Eicker-Huber-White heteroscedasticity-robust standard errors with clustering) and estimated using the cluster command in STATA version 13.36,37 We also estimated models that included provider primary-location fixed effects (indicator variables for each location) and again clustered the standard errors at the level of the provider’s primary location.  In both analyses, we found very similar confidence intervals and corresponding p-values when taking this hierarchical structure into account.  

[bookmark: _Toc509566190][bookmark: _Toc511207127]V.2  Strategic Avoidance of CDS

[bookmark: _Toc509566191][bookmark: _Toc511207128]Handoffs to providers not subject to CDS

Providers may try to avoid the CDS, either to avoid the time cost associated with it and/or to protect themselves against repercussions from oversight based on CDS recommendations.  Such avoidance can limit the effectiveness of the CDS.

In Appendix Table 7, we empirically investigate the two main ways that providers could avoid the CDS system.

As noted in Section II above, ordering providers decide whether and what image to order, but they may not be the person who enters the order (the “user”). When these differ we refer to the order as a “handoff”. Handoffs by one of our study providers could be to another study provider, or to providers outside of the study population – this is most commonly a nurse, but may also be a technician. 

 It is the status of the person entering the order (the “user”) that determines whether or not it is subject to the CDS.  Therefore, one way to avoid the CDS is for the ordering provider to hand off the order entry to a user provider who is not subject to the CDS. This would be interesting both as a potential signal of provider antipathy to the CDS, and as a way the impact of the CDS could be weakened.  In our study context it could also mean handing off the order entry to a control provider; this would be a threat to the validity of our empirical design.

Panel A of Table 7 investigates handoffs to providers not subject to the CDS. It shows that, during our study period, almost one-quarter of orders by control providers were handed off – i.e. entered by user providers who were different from the ordering provider. The vast majority of these handoffs were to providers outside of our study population – primarily nurses; about 1 percent of handoffs were to other control providers. There is no evidence that the treatment affected the share of orders handed off, either overall or to control providers in particular. In other words, we detect no evidence of strategic avoidance of the CDS through handoffs.

However, as discussed in the main text, almost one-quarter of orders in our study that are supposed to be subject to the CDS are placed by providers who are not subject to the CDS. To account for the fact that handoffs preclude treatment providers from interacting with CDS, we may want to rescale our estimates of the impact of CDS to reflect that treatment providers are not exposed to CDS for all of their orders. In other words, our point estimate that CDS reduced the number of targeted scans by 1.1 represents a 6% decline relative to the 17 targeted scans ordered on average by control providers; but another interpretation is that on average only about three-quarters of targeted scan orders are likely to be placed by user providers covered by CDS, suggesting that the 1.1 decline represents an 8 percent decline relative to the approximately 12.75 targeted scans that were subject to the CDS.


[bookmark: _Toc509566192][bookmark: _Toc511207129]Reduced patient volume

Panel B explores a second way providers could avoid the CDS which is to see fewer patients. This would also be a signal of provider or patient antipathy to the CDS, and would pose a threat to the validity of our empirical design if patients were substituted from treatment providers to control providers. Panel B shows no evidence of CDS affecting the number of patient encounters. 

[bookmark: _Toc509566193][bookmark: _Toc511207130]Indication changes
Yet another way to avoid the CDS is for providers to change the indication for the scan they are ordering, so that the order receives a higher score. This would nominally increase the appropriateness of the order without any real change in ordering behavior. One might expect that any such “indication gaming” would increase over time as providers learn how to change the indications to avoid the CDS. Our finding that the impact of CDS does not decrease over the time period of our study does not support this hypothesis.   In addition, we implemented a balance test for whether the distribution of indications on scan orders differs between the treatment and control group; specifically, for the top 30 indications in the quiet period (accounting for about half of quiet period scan orders), we estimated an OLS regression at the scan level of a binary variable for treatment status on indication indicators. This is a valid test of changes in indications only if the number of high-cost imaging orders did not change due to CDS, since a change in ordering could naturally lead to a change in indication frequency among the remaining orders. An F-test of equality of the coefficients on the indication indicators is unable to reject the null of the same distribution of indications across treatment and control scan orders (p=0.56). In addition, for the full set of indications ordered,  we conducted a chi-squared test of equality of the distributions for treatment and control orders in the study period relative to the quiet period, and again fail to reject the null of equality (p=0.72).  

[bookmark: _GoBack]Choosing such unscored indications represents another pathway to avoid the CDS. Most unscored scans, shown in Appendix Table 5 are unscored because of the indication choice; this includes free-text indications entered by a technician or clerical worker—individuals who do not select a structured indication despite the mandate that other providers such as physicians and nurses do so—and structured indications that do not produce a score (such as oncology indications). Appendix Table 5 shows that the CDS intervention had no impact on the rate of these unscored scans.
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[bookmark: _Toc511207139]Table S7: Analysis of Potential CDS Avoidance
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Mean SD Fraction with 0 25th Percentile 50th Percentile 75th Percentile 90th Percentile 95th Percentile 99th Percentile

(1) (2) (3) (4) (5) (6) (7) (8) (9)

Targeted scans 17.0 32.6 0.34 0 4 18 52 84 153

    CT scans 10.5 24.7 0.39 0 2 9 26 56 124

    MRIs 5.1 13.5 0.52 0 0 4 13 24 77

    Red orders (scored 1-3) 5.9 13.6 0.45 0 1 6 17 27 58

    Yellow orders (scored 4-6) 11.1 23.0 0.38 0 2 11 31 59 118

All High-cost scans 108.3 188.7 0.20 2 32 125 331 509 929

All Low-cost scans

a

370.1 598.8 0.12 11 139 530 1,040 1,408 2,227



Abbreviations: CT, computed tomography; MRI, magnetic resonance imaging.

a

 Low-cost imaging includes ultrasound, x-ray, mammogram, fluoroscopy, and bone density.
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Number of Scans

High-cost

Magnetic Resonance (MR)

54,347

Computerized Tomography (CT)

117,017

Positron Emisson Tomography

3,430

Nuclear Medicine

15,436

Subtotal

190,230

Low-cost

X-ray

330,056

Ultrasound

169,690

Mammography

103,123

Fluoroscopy

32,785

Bone Density

14,296

Subtotal

649,950

Other

a

75,875

Total

916,055

a

 Other scans are scans not included among high- or low-cost 

scans.  In the study period, the top 5 procedure categories are: 1) 

Echocardiogram 2) Interventional radiology 3) Catherization 

laboratory 4) Electrophysiology 5) Other (< 460).
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Indication Name Procedure Name Frequency Percent in High Cost Scans

1 Abdominal pain CT Abdomen Pelvis 12,623 6.64%

2 Tobacco use - asymptomatic CT Chest Lung Screening 4,591 2.41%

3 Low back pain, <6 wks or red flag(s) or radiculopathy MRI Lumbar Spine 4,178 2.20%

4 Altered mental status (AMS) CT Head Brain 3,432 1.80%

5 Head injury mild or moderate acute, no neurological deficit CT Head Brain 2,950 1.55%

6 Lung nodule, <1cm CT Chest 2,909 1.53%

7 Headache, post trauma CT Head Brain 2,879 1.51%

8 Shortness of breath CT Chest Pe Imaging 2,177 1.14%

9 Flank pain, stone known or suspected CT Abdomen Pelvis For Kidney Stones 2,036 1.07%

10 Stroke MRI Brain 1,995 1.05%

11 Flank pain, hematuria CT Abdomen Pelvis For Kidney Stones 1,766 0.93%

12 Abdominal pain, RLQ CT Abdomen Pelvis 1,762 0.93%

13 Stroke CT Head Brain 1,718 0.90%

14 Stroke CT Head Level 1 1,638 0.86%

15 Dizziness CT Head Brain 1,542 0.81%

16 C-spine trauma, NEXUS/CCR negative, low risk CT Cervical Spine 1,540 0.81%

17 Hematuria CT Urogram 1,535 0.81%

18 Head trauma, closed, mod-severe CT Head Brain 1,477 0.78%

19 Lung nodule, >=1cm CT Chest 1,350 0.71%

20 Radiculopathy MRI Lumbar Spine 1,294 0.68%

Top 20 55,392 29.12%

Abbreviations: CCR, Canadian Cervical-Spine Rule; CT, computed tomography; MRI, magnetic resonance imaging; NEXUS, National Emergency X-Radiography Utilization Study; PE, pulmonary 

embolism; RLQ, right lower quadrant.
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Indication Name Procedure Name Frequency Percent of Targeted Scans

Score

a

1 Shortness of breath CT Chest Pe Imaging 1,990 6.66% 6

2 Stroke MRI Brain 1,948 6.52% 6

3 Dizziness CT Head Brain 1,430 4.79% 5

4 Neck pain, first study MRI Cervical Spine 846 2.83% 2

5 Cough, persistent CT Chest 748 2.50% 3

6 Neck pain, first study CT Cervical Spine 717 2.40% 1

7 RUQ pain, cholecystitis suspected NM Hepatobiliary 641 2.15% 6

8 Headache, chronic, no new features, norm neuro exam CT Head Brain 599 2.00% 3

9 Abdominal pain CT Abdomen Pelvis For Kidney Stones 575 1.92% 5

10 Abdominal distension CT Abdomen Pelvis 544 1.82% 5

11 Seizures new or progressive CT Head Brain 487 1.63% 6

12 Stroke MRI Angiogram Neck 374 1.25% 6

13 Pleural effusion CT Chest 364 1.22% 6

14 Headache, positional CT Head Brain 338 1.13% 5

15 Abnormal gait (ataxia) CT Head Brain 317 1.06% 5

16 Chest wall pain CT Chest 299 1.00% 3

17 Low back pain, <6 wks or red flag(s) or radiculopathy CT Lumbar Spine 292 0.98% 5

18 Nausea, vomiting, diarrhea NM Hepatobiliary 253 0.85% 4

19 Vertigo CT Head Brain 248 0.83% 3

20 Subdural hemorrhage CT Head Brain 247 0.83% 6

Top 20 13,257 44.37%

Abbreviations: CT, computed tomography; MRI, magnetic resonance imaging; NM, Nuclear Medicine; PE, pulmonary embolism; RUQ, right upper quadrant.

a

 Since score can be affected by patient characteristics, we report the modal score assigned to each pairing.
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Control Group, Mean (SD) (n = 

1,756)

CDS Group, Mean (SD) (n = 

1,755)

Adjusted Between-Group 

Difference (95% CI)

a

P Value

a

Panel A: Scoring of imaging procedures

Number of high cost scans 108.3 (188.7) 106.7 (179.3) -1.74 (-5.90 to 2.42) 0.412

  Number of scored high cost scans

    Scores assigned by CDS 81.4 (151.6) 78.9 (143.1) -1.86 (-5.40 to 1.68) 0.303

    Scores imputed

b

3.0 (6.3) 3.6 (8.3) 0.39 (-0.01 to 0.79) 0.054

  Number of unscored high cost scans 23.9 (64.8) 24.2 (63.3) 0.03 (-1.19 to 1.26) 0.956

Panel B: Categories of unscored high cost imaging procedures

Free-text entered by  technicians and clerical workers 2.4 (15.1) 2.3 (10.1) -0.30 (-0.60 to 0.01) 0.058

Chosen by ACR to be unscored

  Aurora custom indications 1.7 (5.7) 1.7 (5.7) -0.03 (-0.22 to 0.16) 0.774

  Non-oncology indications ACR has chosen not to score 1.4 (7.3) 1.6 (9.0) 0.04 (-0.19 to 0.27) 0.704

  Oncology indications chosen not to be scored 6.8 (43.3) 6.0 (35.6) 0.14 (-0.86 to 1.13) 0.786

  Procedures not in the ruleset 2.5 (9.3) 2.3 (8.2) 0.00 (-0.32 to 0.31) 0.982

  Age-gender filters

c

2.4 (7.8) 2.5 (8.2) 0.01 (-0.33 to 0.36) 0.952

Chosen by Aurora to be unscored

  Medicalis scans

d 

4.7 (23.0) 6.1 (35.4) 0.29 (-0.24 to 0.82) 0.281

  SmartSets before May 4th, 2017

e

0.1 (0.7) 0.1 (1.1) 0.04 (-0.01 to 0.09) 0.150

  Changes to electronic system build 0.0 (0.5) 0.0 (0.3) 0.00 (-0.02 to 0.02) 0.806

Orders at non-Aurora facilities 1.6 (6.5) 1.3 (4.2) -0.06 (-0.24 to 0.11) 0.486

Other 0.3 (1.0) 0.3 (0.9) 0.01 (-0.04 to 0.07) 0.623

c 

For a given scan-indication, some rules do not apply to inviduals of certain ages or gender. 

d 

Four cardiac scans subject to a different CDS system

e 

A SmartSet is a bundle of procedures (imaging and others) for treating a certain diagnosis. Before May 4th, 2017, scans ordered within SmartSets were not scored.

 High-cost imaging

Abbreviations: ACR, American College of Radiology; CDS, clinicial decision support.

a

 Effect of CDS was estimated from a linear regression of the outcome on an indicator for whether the ordering provider was a treatment provider. All regressions include a control for the lag of the 

dependent variable; p-values and confidence intervals are based on heteroskedasticity-robust standard errors.

b 

Due to ordering circumstances, such as CDS downtimes, the imaging orders did not receive an appropriateness score from CDS. The appropriateness is assessed with the ACR ruleset.
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Control Group, Mean (SD) 

(n = 1,756)

CDS Group, Mean (SD) 

(n = 1,755)

Adjusted Between-Group Difference 

(95% CI)

a

P Value

a

Baseline Specification 17.0 (32.6) 15.3 (30.0)

-1.12 (-2.11 to -0.13) 0.027

Baseline with No Controls 17.0 (32.6) 15.3 (30.0)

-1.67 (-3.74 to 0.41) 0.115

Baseline with additional Controls

b

17.0 (32.6) 15.3 (30.0)

-1.05 (-2.03 to -0.06) 0.038

Negative Binomial

c,d

17.0 (32.6) 15.3 (30.0)

-1.65 (-3.18 to -0.11) 0.035

Quasi-Poisson

c,d

17.0 (32.6) 15.3 (30.0)

-1.72 (-3.26 to -0.17) 0.029

Performed (vs. Ordered) Scans

d

13.0 (26.8) 11.9 (25.2)

-0.88 (-1.67 to -0.10) 0.027

Original Logic

d,e

29.4 (54.5) 26.9 (48.9)

-1.63 (-3.10 to -0.15) 0.030

Excluding Providers who left Autora

d,f

18.9 (34.2) 16.9 (31.4)

-1.47 (-2.47 to -0.47) 0.004

Clustering standard errors by provider's primary location

g

17.0 (32.6) 15.3 (30.0)

-1.12 (-2.01 to -0.23) 0.014

Introducting provider primary location fixed effects

gh

17.0 (32.6) 15.3 (30.0)

-1.29 (-2.32 to -0.25) 0.015

h 

Confidence interval and p-value calculated with standard errors clustered at the level of the provider's primary location.

g 

Primary provider location is defined as the location at which the provider had the highest number of in-person encounters during the study period. 413 providers with no study period in-

person encounter are assigned to one location cluster. There are 163 clusters in total. 

d 

Outcome not prespecified in trial registry.

e

 We define scans that the CDS was designed to discourage as those that would trigger a best practice alert using the original firing logic that was in place for the first few months (see 

Appendix Figure 2). The original firing logic causes a BPA to fire if the scan is scored < 7 or there is a higher-scoring alternative.

f

 Excludes 208 control providers and 194 treatment providers who left before the end of our study period. 

Targeted high-cost imaging

c

 We report the average marginal treatment effect. Since these are proportional models we control for the log of the lagged dependent variable.

b

 In addition to the baseline control for the lagged dependent variable, this specification also includes controls for 5-year bins for provider age (except for the last bin, 69-85), provider 

gender, years since graduation, degree, specialty, and whether most encounters of the provider in the quiet period were inpatient non-ED, outpatient or ED.

a 

Baseline model is estimated by a linear regression with control for the lagged dependent variable, and heteroskedasticity-robust standard errors (see Table 2). All subsequent rows 

represent a one-off deviation from the baseline as specified.

Abbreviations: CDS, clinical decision support; ED, emergency department.
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Control Group, Mean (SD) 

(n = 1,756)

CDS Group, Mean (SD) 

(n = 1,755)

Adjusted Between-Group 

Difference (95% CI)

a

P Value

a

Panel A: High cost scan orders attributed to a provider 

not subject to the CDS ("Handoffs")

All handoffs 24.0 (63.6) 21.3 (55.1) -0.83 (-2.38 to 0.73)

0.297

Providers outside the study population

b

23.7 (63.3) 20.9 (54.9) -0.90 (-2.45 to 0.64)

0.251

Control providers

0.3 (2.0) 0.3 (2.1) 0.07 (-0.02 to 0.15)

0.123

Panel B: Effect of CDS on number of in-person 

encounters

All encounters 1584.4 (1937.4) 1566.5 (1856.9) 7.38 (-30.04 to 44.79)

0.699

Hospital, non-ED

104.7 (309.6) 99.4 (280.2) 4.18 (-1.81 to 10.18)

0.171

Outside the Hospital

1380.3 (1892.7) 1366.6 (1831.7) 4.75 (-30.08 to 39.57)

0.789

Emergency Department

99.5 (280.4) 100.5 (279.2) -1.75 (-8.04 to 4.54)

0.585

Abbreviations: CDS, clinicial decision support; ED, emergency department.

a

 All analyses are for baseline specification (linear regression, with a control for the lag of the dependent variable, and heteroskedasticity-robust standard errors).

b

 This includes healthcare practitioners who did not qualify for eligibility for CDS based on their degrees, such as Registered Nurse (RN) and Licensed Practical Nurse (LPN) or 

providers with a missing degree (86.2%). This category also includes handoffs to clerical workers who have the abililty to enter free-text indications (7.4%), to technicians are not 

subject to CDS (6.0%), to providers who joined Aurora after randomization or became eligible after randomization (i.e. students becoming residents) (0.4%), and to providers who 

opted out (0.03%).
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