
Mask Region Proposal Network

Our Mask Region Proposal Network (Mask RPN) is based on Mask R-CNN
which is “cut off” after the region proposal network, omitting the subsequent
classification, bounding box refinement and segmentation mask branches. In
addition to that, we define an objectness threshold during inference that discards
any region proposal with an objectness score lower than 0.9 prior to non-maximum
suppression. We train the Mask RPN model end to end in the same way as the
full model described in the Methods section. Training of this reduced model
takes less than seven hours per dataset on a single NVIDIA Titan X. We define
any pixel that is included in a region proposal bounding box as “interesting” and
determine the annotation candidates Ac in the same way as for the full model.

The detection performance of Mask RPN is shown in Table 1. The F2-scores
are lower than those produced by Mask R-CNN for all datasets. Even though
the recall is marginally higher for V JC77 and V SO242, the precision is much lower.
In case of V PAP, the precision stays the same but the recall is greatly decreased.

Table 1. Detection performance of the trained Mask RPN model on each
validation subset V Γ.

Dataset Γ F2-score recall precision |TΓ
s |

JC77 73.6 95.3 38.5 1040
PAP 37.5 63.2 14.3 200
SO242 49.9 83.7 19.1 600

The performance comparison of the full Mask R-CNN model and Mask RPN
shows that the full model produced superior annotation candidates Ac. Even
though the recall is comparable for V JC77 and V SO242, the precision is much
reduced. In the case of V PAP, the recall is reduced by more than ten percent.
The bounding box refinement and classification steps that were removed from
Mask RPN seem to play an important role in the ability to learn from very few
training samples. However, Mask RPN may still be an option in a context where
no great computing power is available, or a quicker runtime is important (e.g.
during a cruise on a ship).
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