Object segmentation and ground truth in 3D embryonic imaging
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# S1 Text

Here we describe the mathematical details of the derivatives sum (DS) segmentation algorithm (section 1) and producing synthetic images (section 2). The reference list for this supplementary text is at the end of this note.

## 1. Nuclear segmentation protocol

### 1.1. Input image de-noising

Image de-noising is a crucial step in image analysis. This smoothens out the noise between pixels and at the same time does not degrade features of interest in the image. Since the algorithm relies on sharp nuclear edges, we prefer to de-noise images such that we dilute the noisy component without degrading the change of image gradients at the edges. We used linear or non-linear filters depending upon the noise quality present in the images [1, 2]. These filters include Median, Wiener, Gaussian [3] or for some cases Bilateral filter and Lucy Richardson Deconvolution filter [4, 5].

We used a Gaussian filter given by



to filter out low background noise in images. For images with high noise, we first used the Gaussian filter followed by non-linear filters. After applying the linear/non-linear filters, we obtained a de-noised image *IM*(*x*, *y*) where *x* and *y* denotes the position of pixels in a 2D slice of an image.

### 1.1.1. Non-linear isotropic diffusion filter

Originally proposed by Perona and Malik [6], the non-linear isotropic diffusion filter evolves the image under a smooth partial differential equation, similar to the heat equation. It yields intra-region smoothness while impeding diffusion at the edges. We applied the filter on the de-noised image *IM*, implementing the standard filter as:

 (S1)

where  is the modulus of the de-noised image intensity gradient and *Df* is the diffusion co-efficient given by

 .

### 1.2. Computation of image derivatives

### 1.2.1. Image Gauss gradient: first derivative of the image

After image de-noising, edge pixels in the image were enhanced compared to the background and pixels within the nucleus. We convolved the de-noised image *IM* with the derivative of Gaussian *g*(*x*,*y*;*σg*) to obtain the intensity gradient ,

where \* denotes convolution. Then, we computed the magnitude of the Gauss gradient image .

### 1.2.2. Image Laplacian and Hessian: second derivative of the image

By computing the second derivative of the Gauss gradient image, we obtained the Hessian matrix at each pixel:

 (S2)

The trace of the matrix in (S2) is the Laplacian of the image .

For the masking function introduced below, we define the following two functions:

 (S3)

and

 (S4)

*H*(*x*, *y*) highlights all the saddle points in the image. This component efficiently cuts through the touching spaces between neighbouring nuclei, thus contributing to the robustness of segmentation results (Fig 1f and S1a Fig). The positive Laplacian marks the outer nuclear edges.

### 1.2.3. Combining derivatives for the masking function

Adding the magnitude of Gauss gradient, positive Laplacian (S3) and the negative determinant of Hessian (S4), with different weighting constants *α*, *β*, and *ε* respectively, we obtain *DS* (*x*, *y*):

 (S5)

In order to obtain a smooth edge for every object, we used a tangent hyperbolic function that allows us to control the slope of the edge. Combining the derivatives with the tangent hyperbolic function, we defined a masking function *F*, such that it is zero at the edges and touching points of nuclei, while it is almost one in background and intra-nuclear spaces:

 (S6)

where *γ* and *δ* are parameters (Fig 1h). The parameters *α*, *β*, *ε*, *γ* and *δ* may be weighted suitably to achieve good segmentation results. S1 Fig shows the dependence of the algorithm on *α*, *β*, and *ε*.

The Hadamard productof the masking function *F*(*x*, *y*) and de-noised image *IM*(*x*, *y*) results in the final image *FI*(*x*, *y*) (Fig 1i).

### 1.3. Image thresholding

We used Otsu’s method [7] for thresholding each slice in *FI*(*x*, *y*) that was assembled with emphasized nuclear edges (Fig 1j). The threshold value depended on the variation in contrast and nuclear density.

### 1.4. Connecting similar pixels: 2D to 3D

2D binary slices are connected such that nearest neighbor foreground pixels (6 neighbors in a 3D stack) are clustered together as objects (Fig 1k; [8]).Each 3D segmented object is characterized by: (i) voxel list, the voxel coordinates in *x*, *y* and *z*, (ii) centroid, the geometric mean of clustered voxels, and (iii) volume, the total number of voxels.

### 1.5. Post-processing based on properties of 3D segmented nuclei

The imaging volume spans over different regions of the developing embryonic tissue. Therefore a wide range of heterogeneous shapes and sizes of nuclear volumes is observed even for correctly segmented objects. However, multiple fused objects incorrectly identified as a single object tend to have very large volumes. We empirically determined a threshold for the fused object volume *FOV*, above which all objects are considered for post-processing. For a 3D stack, the threshold value is automatically computed, and is influenced by the choice and parameters of the noise filters and the DS algorithm and the range of segmented volumes. The threshold is calculated based on the mean volume *MV* and the standard deviation of volumes of segmented objects *SDV*:

 (S7)

We examined a range of values of *n* (S4 Fig) and found that *n* = 0.1 provided a reasonable value of *FOV*. Each candidate fused 3D object was subjected to a post-processing step that locally operates to correct potential under-segmentation. We first sampled the voxel list in *x*, *y* and *z* directions. We counted the number of local peaks in the voxel list distributions and considered that the maximum number of the local peaks (*mnp*) among the *x*, *y* and *z* directions represents the total number of potentially fused objects. For a single correctly segmented object, *mnp* = 1 (Fig 2d), whereas for fused objects *mnp* > 1 (Fig 2e). The *mnp* value was fed to the K-means clustering algorithm that segregated the objects into *mnp* clusters of voxels. K-means clustering uses the Euclidian distance metric and the variance between the data points to determine cluster centroids [9-11].It is vital to reduce local noise from the image, while keeping smooth intra-nuclear regions, to avoid *mnp* values misrepresenting the number of fused objects. K-means was applied with 2 iterations. In the second iteration we again looked for a unimodal distribution of voxels and for cases where *mnp* >1, the clusters were re-segmented using K-means.

Alternatively, Gaussian mixture models (GMM) [11, 12] were used for exploring a number of parametric models, one of which would appropriately fit to the voxel list data. The *mnp* value may under-estimate the number of fused objects present in the voxel list data. Therefore, we explored parametric models up to (*mnp+*4*)* todetermine the correct number of Gaussian models. The Akaike information criterion (AIC) [13] was implemented at this stage, which automatically determined the number of Gaussian models, i.e. nuclei, that best fit to the voxel list data with smallest number of model parameters.

### 1.6. Detailed criteria for determining *mnp* value for post-processing from image resolution

The number of voxels comprising a nucleus/object depends on the voxel size during image acquisition. We imaged nuclei with voxel size of 0.691 × 0.691 × 1.75 μm3 in the *x*, *y* and *z* directions, respectively. For this image resolution, the smallest size of a single nucleus was 3 μm in the *x* and *y* directions (corresponding to 4 pixels) and 1 μm in the *z*-direction (corresponding to one pixel). A typical voxel distribution of a single nucleus shows single peak around the center in each direction. Cases representing fused nuclei have a greater size and multiple peaks in some or all the directions. We then use the number of peaks in the voxel frequency distribution to determine the number of fused nuclei, choosing *mnp* as the maximum number of peaks among all directions. For this, peaks are not counted if their distance in *x*, *y* is less than 4 pixels, which would be less than the minimal nuclear size for the image resolution used here.

### 1.7. Selection of noise filter parameters and DS algorithm parameters

The choice of the noise filters and their parameters for real image data was made by visual inspection. Because the DS algorithm tunes the edges of nuclei, it is pertinent to smooth inter-nuclear regions, while at the same time not diffuse information between touching boundaries of nuclei. This may be visually verified for a few slices and then can be applied for the entire stack and even over consecutive time points.

The parameters of the DS algorithm are tuned such that the nuclear edges are marked well in the 2D slices. Again, at this step visual inspection is required. We provide a Matlab code that uses standard in-built commands for visual inspection at different steps of the algorithm. In confocal images, with high density of nuclei, it is not possible to obtain high segmentation accuracy at this stage. The stem plot of volume distribution (Fig 2a) can give insight on the segmentation results.

We provide the Fiji implementation of the DS algorithm with noise filters (Gaussian, median and non-linear diffusion) using a Graphical User Interface. At every step of the DS algorithm, which is weighted with a parameter, it is possible to vary parameter values with a slider in the interface that at the same time visually updates the images. In this way, Fiji provides users a better idea as what set of DS algorithm parameters need to be used for their images.

Because statistics of real image data vary depending on how data is acquired, it is not possible to provide one set of parameters as to be correct. For our embryonic images, we used de-noising filters depending upon the image quality. We further tuned parameters of the DS algorithm to obtain better separation at the nuclear edges by visual inspection. For the post-processing steps, we provide Matlab code to visualize segmentation results using 3D rendering of voxels and centroids (Figs 2b, 2c, 2f and 2g). To achieve a better understanding of the 3D image data and segmentation strategies, we strongly recommend the users to combine the tools we provide for visual inspection as well as the image statistics, just in the manner in which the algorithm was developed in this work (S1 Appendix).

## 2. Generation of synthetic images

Synthetic images provide ground truth datasets to assess the systematic errors in the segmentation algorithm (Fig 3; [14]). We randomly allocated centroids of *N* objects in a three-dimensional continuous space, given by *Lx* × *Ly* × *Lz* μm3. Let be the centroid of an object *j*, (*j*=1, 2,…,*N*). To avoid severe overlap between two objects, we simulated the positions of objects using equation of motions with the Lennard-Jones potential [15]

,

where  and .

We set *εLJ* = 0.1 and *R* = 8.5 μm, and simulated the equation of motion for 10 time units. We defined the density of objects as *ρ* = *N*/(*LxLyLz*), and varied *N* to obtain the representative densitiesclose to real embryonic images. We approximated the shape of the nuclei as an ellipsoid with shape parameters, *a* = 4μm, *b* = 2.5μm and *c* = 2.5μm based on the measured average size of a typical nucleus from the embryonic data, which also determine its volume. We assigned the orientation of an object *j* using the Euler angle (*φj*, *θj*, *ψj*) chosen from a uniform distribution, and locally rotated their axes as:



(S8)

For the synthetic images in Fig 3 in the main text, we used a uniform distribution between 0 and π/4 for *φj* and *θj*, and a distribution between 0 and π/2 for *ψj*. For the synthetic image with random orientation in S3 Fig, we used a uniform distribution between 0 and 2π for *φj*, *θj* and *ψj*. In the synthetic image with perfectly aligned objects in S3 Fig, we set *φj* = *θj* = *ψj* = 0.

The signal intensity *Ij*(*x,y,z*) at a given position(*x,y,z*)*,* emitted by an object *j*, was modeled as:

 (S9)

where *I*0 is the maximum intensity at the centroid of the object *j*, *σΙ* represents the steepness of an edge of the object and *In* is the normalization constant, *In* = (tanh[*σΙ*]+1)/2. We set *σΙ* = 2.0. Since there were *N* objects in the 3D space, the intensity value at a position (*x*, *y*, *z*) was given as a function of *I*1(*x*, *y*, *z*), *I*2(*x*, *y*, *z*), …, and *IN*(*x*, *y*, *z*). We defined the intensity value at the position (*x*, *y*, *z*) as:

 (S10)

where *Ib* is a background intensity. To determine *I*0 and *Ib*, we measured the average intensity at the center of nucleus *Im* and background intensity in the embryonic images. Then, we set *Ib =Ĩb* and *I*0 *= Im – Ĩb*. In our 16-bit embryonic images, *Im* = 42089 and *Ib =*3474.

The image intensity profiles was discretized using the voxel spacing in each direction, Δ*x* =0.691μm, Δ*y* =0.691μm and Δ*z* =1.75μm, same as that of images obtained from the confocal microscope. The discrete spatial coordinate of the three-dimensional space can be written as  where *kζ* = 1, 2,…, *Lζ/Δζ* ,(*ζ* = *x*, *y* or *z*). We considered the intensity value at the center of the voxel (*kx*, *ky*, *kz*) as its intensity:

 (S11)

We used the gamma distribution function to add noise in each voxel, given by, 

where *λ* and *ω* are the shape and scale parameters, respectively and *Γ* is the gamma function. The mean of the gamma distribution (*λω*) was set to the value of intensity at each voxel, *λω = Id*(*kx, ky, kz*). We defined the signal-to-noise ratio (SNR) as the inverse of the coefficient of variation (CV) which is the ratio of the mean (*λω*) to the standard deviation (*σΓ = ωλ*1/2) of the gamma distribution, therefore SNR = *λ*1/2. The SNR represents the strength of intensity fluctuations within a nucleus. The shape and scale parameters in terms of SNR can be written as *λ* = SNR2 and *ω* = *Id* (*kx*, *ky*, *kz*)/SNR2, respectively. The intensity value for each voxel was generated from the gamma distribution using *λ* and *ω* to finally obtain 16-bit synthetic images. For complete source code, please see S2 Appendix.
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