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# Supporting Information Text 2

**An analysis of the effect of feature selection results on classification performance.**

# Effect of Feature Selection on Prediction

DWFS tool for feature selection (FS) (1), selected a subset of 821 features out of 2,940 that were initially extracted based on chemical, topological and other 2D and 3D descriptors of chemicals to describe the compounds. We compared this feature subset with the standard 881 features from PubChem fingerprint (2). GSVM-RU is a data pre-processing method that removes through different iterations un-informative samples from the majority negative class. Since each round in GSVM-RU works with a different IR, we use it to compare the performance of the two different feature subsets (i.e. our proposed features and PubChem fingerprint features) under different levels of IR. This may help in drawing an insight about the more relevant features for the prediction system. In the study by Li et al.(3), a linear kernel SVM was used for finding the negative support vectors in GSVM-RU. Here, we additionally consider a polynomial kernel to compare the feature subsets. In Fig 1, a comparison between the proposed feature subset and the PubChem features using a GSVM-RU with a linear SVM kernel (GSVM-L) and degree 3 polynomial kernel (GSVM-P) is given. For the linear kernel (shown as filled circles), both feature subsets converge almost to the same GMean of sensitivity and specificity from early iteration steps starting from the 30th iteration. GMean was used as part of the GSVM-RU algorithm.(3) Interestingly, for GSVM-P (shown as filled triangles), the performance is noticeably worse if the PubChem features are used, resulting in zero GMeanof sensitivity and specificity for the initial 75 iterations. However, when features obtained by our feature selection method is used, a much higher GMean with maximum at about 85% was obtained with GSVM-P. Such dramatic difference is suspected to be the result of two factors: the nature of features and the set of selected features. All the features from PubChem are encoded as binary, which under certain conditions, as illustrated in Fig 1, may not be helpful for a classifier. Nevertheless, in our proposed subset of features, there is a set of 18 continuous features. From 881 features from PubChem, 238 features were only selected during the feature selection. In S1 Text, we provide more details about the generated features and the list of features we selected for the study.



Fig : Comparing two different feature subsets using GSVM-RU over 20% testing data from BenchSet. We use BenchSet dataset since it has the largest majority class which allows us to evaluate performance of features over more iterations (100 steps in this case). Gray color represents the performance of our proposed feature subset. Black color is used for the standard 881 PubChem features. G-mean is used to evaluate performance of each feature subset for two reasons; 1) GSVM-RU used G-mean to optimize selection of data and 2) for this part of comparison it gives a sufficient indication of difference in performance under an imbalanced distribution.
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