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Addressing Data Imbalance Issue in Classification
To overcome the imbalance problem that presents challenges in SVM-based classification [1], synthetic minority over-sampling technique (SMOTE) [2] was utilized to produce a balanced dataset for each kingdom separation. The main advantage of SMOTE when compared to other methods is that it enlarges the minority class region while making the minority sample less specific. Specifically, by using SMOTE, the production of new samples was not dependent on the few existing instances, but the k nearest neighbors. In addition, the discrete features and continuous feature are addressed individually in SMOTE:
· For each discrete feature:
· Finding majority vote A between one existing minority sample and its k nearest minority class neighbors based on the value distance metrics;
· Set the corresponding discrete feature as A in a new synthetic minority class sample.
· For continuous features:
· Calculate the difference d between a feature vector v of one existing minority sample and its k nearest minority class neighbors based on the Euclidean distance;
· Randomly generate a number m in [0,1] and calculate d’=md;
·  Set the corresponding feature vector of a new synthetic minority class sample as v’ = v + d’. 
By using SMOTE, for each kingdom separation, we generated numbers of minority class instances to improve the performance of classification.  

Classification-based feature selection 
As described above, by using SMOTE, we generated a number of synthetic minority class samples to produce a balanced dataset for kingdom separations.  Then, a support vector machine (SVM)-based feature elimination strategy was introduced to find a set of most discriminative features for each classification. The processes of each kingdom separation were:
I. For a balanced dataset, we calculated F-score [3] of each features (1102, in total) with all samples;
II. According to the F-score ranking of all remained features (initial: 1102), we partitioned the entire dataset into 11 subsets.
For example, we generated the following subsets in the first round with all 1102 features:
· SET1: all 1102 features; 
· SET2: top 1000 features; 
· SET3: top 900 features;
… 
· SET11: top 100 features.
III. For each subset, we conducted 5-fold cross validation. For each classification, we used 4 parts of data to training SVM model [3] and predicted on the rest 1 part. Repeated this process 5 times for each subset. Then, we evaluated overall classification performance by sensitivity, specificity, accuracy, and Matthews correlation coefficient (MCC):
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IV. Select the subset with the best classification performance, and repeated step II and III, until we found the minimal set of most discriminative features.
We re-estimated the parameters for each SVM-training and testing to ensure optimized model was found for each classification. 

The manifold ranking and parameter setting
I. Calculate the distance d between any pair of samples in the entire dataset (both positive and background) and increasingly sort d of all pairs;
II. Construct a graph: represent each sample as a vertex in a graph, and repeat connecting two vertices according to sorted distance list until the whole graph is connected;
III. Form a weight matrix W: 
[image: ] 
Since there is no self-loop in the graph, thus [image: ]; 
IV. Form a diagonal matrix D that [image: ]. Symmetrically normalize W by 
[image: ]
V. Iterate the ranking score function for each sample until [image: ] converges:
[image: ]
VI. Use [image: ] denotes the final ranking score of each samples, and decreasingly sort [image: ].
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By the end of Manifold ranking, we expect a final ranking of all miRNAs that are included in this study. Different from the typical binary classification that labels “yes or no” on each entry, the ranking strategy indicates the relative transportability of each miRNA into circulation. Without an explicit threshold for transportability, we can infer the highly possible candidates by examining their ranks with respect to known human blood miRNAs. Specifically, the miRNAs ranked above any known circulating miRNAs are likely human absorbable miRNAs.
In particular, to avoid over-fitting problem, our method integrates the following processes: An ensemble SVM model is designed to identify a set of most discriminative features. The five-fold cross validation was conducted to assess the performance on the selected features and the randomly-generated training/testing datasets. Moreover, for each SVM training and testing process, the model employed a parameter optimization process that ensures the best performance was achieved. A hybrid feature set is used for the final manifold ranking, which include not only the features that are specific to human blood circulating miRNA classification (360 human blood miRNAs against other human miRNAs), but also the discriminative features in each kingdom-wise separation.

Intestinal transport of milk Extracellular Vesicles (EVs) in human cells 
Exosomes were purified from cow’s milk using ultracentrifugation [6] and labeled with the fluorophore, FM4-64 to allow for tracking of uptake into fully differentiated human intestinal Caco-2 cells [7]. Culture medium was replaced with human EV-depleted medium that was supplemented with fluorophore-labeled exosomes to produce a concentration of 600fmol/L miR-29b. Uptake of EVs, and therefore miRNAs, into Caco-2 cells was linear with time for up to 2 hours. The uptake of EVs is a carrier-mediated[8] process, based on the following lines of evidence. 1) The uptake exhibited saturation kinetics that could be modeled using the Michaelis-Menten equation. 2) The uptake of EVs was 80% lower when studies were conducted at 4°C or when surface proteins were removed from EVs or cells by proteinase K treatment, compared with untreated controls at 37°C. Note that surface proteins are known to play essential roles in the uptake of human EVs in human cells [8]. The existence of intestinal EV/miRNA carriers supports our theory that dietary miRNAs might be essential for maintaining optimal health, and that postprandial increases in plasma miRNAs are caused by absorption of dietary miRNAs rather than an increase in the expression of genes coding for miRNAs.

Experimental detection of dietary miRNAs in human circulation
Plasma was collected from a milk-feeding study [9] where five healthy adults consume three doses of 1% fat milk (0.25L, 0.5L and 1.0L) and an ongoing egg feeding study. The miRNA abundance in plasma was quantified by qRT-PCR using a miScript SYBR Green PCR Kit while MiR-1 was used as a negative control because its levels in milk are below current detection limits. Details about the intestinal transport test of milk EVs in human cells are given in Supplementary Methods. MiR-29b and miR-200c are found with increased expression in subjects in cow-milk feeding study and one egg miRNA, gga-miR-1451, has been identified in human circulation.
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