Appendix S2
Available approaches for the evaluation of network inconsistency
Inconsistency in a network of interventions refers to important differences between the direct and indirect estimates (or between indirect estimates through different intermediate treatments). Here we describe briefly the most popular methods that have been suggested for the evaluation of statistical inconsistency. These approaches are based either on statistical tests (e.g. z-test, χ2-test) or on alternatives to the standard network meta-analysis model to allow for discrepancies between different sources of evidence. 






Perhaps the simplest approach is to estimate the (absolute) difference between a direct estimate  and an indirect estimate  of the same treatment effect, along with its uncertainty, for each (non-overlapping) closed loop in the network [1;2]. These differences are often called inconsistency factors. For example, in the triangular loop  the inconsistency factor can be computed as  with variance  , where. One or more statistically significant inconsistency factors (judged by their 95% confidence interval not including the zero value) indicate that the consistency assumption might be invalid in the respective loops. In the presence of multi-arm studies, one of the comparisons is excluded so as not to overestimate consistency. 










The ‘composite test for inconsistency’ suggested by Caldwell et al. [3] is similar to the inconsistency factor approach but allows for differences to be present also between the various indirect estimates derived from all possible independent loops in a network. The method estimates the (inverse variance) weighted average () of the direct () and all the independent indirect estimates () and then the approximate -statistic (where  is the inverse variance of the estimate) is assumed to follow a  distribution under the null hypothesis of consistency between all independent estimates. Inference about the presence of inconsistency is based on a -test. 

Another approach that takes into account the information from the entire network is the ‘node-splitting’ method suggested by Dias et al. [4] This method excludes each direct comparison from the network and each time estimates the indirect estimate for that comparison from the evidence in the rest of the network using standard network meta-analysis methods. The indirect estimates are then compared with the respective direct estimates in a similar manner to the inconsistency factor above, to infer about the presence of statistically significant inconsistency.
 
Measures of model fit and parsimony can be also employed to check the plausibility of the consistency assumption [5]. More specifically, both the consistency model and a simple inconsistency model (one in which the consistency equations have been omitted) are fitted. If the inconsistency model results in better fit and parsimony, this implies that the consistency assumption in the network might be violated. 


Lu & Ades [6] suggested a network meta-analysis model that accounts for possible inconsistency by adding an extra term to the usual consistency equations to reflect the possible disagreement between the parameters representing the ‘true’ direct and indirect treatment effects () in a loop; namely for the  loop the altered consistency equation would be:





Usually, the inconsistency terms  (where are treatments of the network) are assumed exchangeable following a normal distribution with zero mean and common variance, hence. 


[bookmark: _GoBack]An extension of this approach is the ‘design-by-treatment interaction’ model [7;8]. This model introduced a different possible form of inconsistency (known as design inconsistency) that can arise between the estimates coming from studies with different designs (e.g. two-arm vs. three-arm trials). In essence, the previous model is a special case of the design-by-treatment interaction model that omits the terms reflecting design inconsistencies.

Finally, a test for the evaluation of inconsistency was recently proposed, which is based on the decomposition of the usual Q-statistic into two parts [9]; the sum of within-design Q-statistics (considered as a measure of heterogeneity) and the between-design Q-statistic (considered as a measure of inconsistency). 

All presented methods have drawbacks, including the problem of multiple correlated tests in the inconsistency factor approach, or problems with dealing with multi-arm trials. A common issue for all suggested approaches is the low power they have to detect inconsistency and thus important inconsistency might be present even if we are not able to identify it [7].
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