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## Stability of the disease-free equilibrium

By rewriting the variables of right side in model (1) into $x=\left\{E, I, E_{1}, I_{1}, S, R, S_{1}, R_{1}\right\}$, we can calculate that

$$
\begin{aligned}
& \mathscr{F}=\left(\begin{array}{c}
\beta S I \\
0 \\
\beta_{1} S_{1} I \\
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right), \mathscr{V}=\left(\begin{array}{c}
m E+\sigma(1-\gamma) E+k E+\sigma \gamma E \\
m I+\mu I-\sigma \gamma E \\
m_{1} E_{1}+\sigma_{1}\left(1-\gamma_{1}\right) E_{1}+k_{1} E_{1}+\sigma_{1} \gamma_{1} E_{1} \\
m_{1} I_{1}+\mu_{1} I_{1}-\sigma_{1} \gamma_{1} E_{1} \\
m S+\beta S I+k S-[A+\lambda R+\sigma(1-\gamma) E] \\
m R+\lambda R-k(S+E) \\
m_{1} S_{1}+\beta_{1} S_{1} I-\left[B+\lambda_{1} R_{1}+\sigma_{1}\left(1-\gamma_{1}\right) E_{1}\right] \\
m_{1} R_{1}+\lambda_{1} R_{1}-k_{1} E_{1}
\end{array}\right), \\
& \mathscr{V}^{-}=\left(\begin{array}{c}
m E+\sigma(1-\gamma) E+k E+\sigma \gamma E \\
m I+\mu I \\
m_{1} E_{1}+\sigma_{1}\left(1-\gamma_{1}\right) E_{1}+k_{1} E_{1}+\sigma_{1} \gamma_{1} E_{1} \\
m_{1} I_{1}+\mu_{1} I_{1} \\
m S+\beta S I+k S \\
m R+\lambda R \\
\left.m_{1} S_{1}+\beta_{1}\right) S_{1} I \\
m_{1} R_{1}+\lambda_{1} R_{1}
\end{array}\right), \mathscr{V}^{+}=\left(\begin{array}{c}
0 \\
\sigma \gamma E \\
0 \\
\sigma_{1} \gamma_{1} E_{1} \\
A+\lambda R+\sigma(1-\gamma) E \\
k(S+E) \\
B+\lambda_{1} R_{1}+\sigma_{1}\left(1-\gamma_{1}\right) E_{1} \\
k_{1} E_{1}
\end{array}\right) . \\
& \left.J\right|_{E_{0}}=\left(\begin{array}{cc}
A & B \\
C & D
\end{array}\right),
\end{aligned}
$$

where

$$
\begin{gathered}
A=\left(\begin{array}{cccc}
-m-k & 0 & \sigma(1-r) & 0 \\
0 & -m_{1} & 0 & \sigma_{1}\left(1-r_{1}\right) \\
0 & 0 & -m-\sigma-k & 0 \\
0 & 0 & 0 & -m_{1}-\sigma_{1}-k_{1}
\end{array}\right), B=\left(\begin{array}{cc}
-\beta S^{0} & 0 \\
\lambda & 0 \\
-\beta_{1} S_{1}^{0} & 0 \\
0 & \lambda_{1} \\
\beta S^{0} & 0 \\
0 & 0 \\
\beta_{1} S_{1}^{0} & 0 \\
0 & 0
\end{array}\right), \\
C=\left(\begin{array}{cccc}
0 & 0 & \sigma r & 0 \\
0 & 0 & 0 & \sigma_{1} r_{1} \\
k & 0 & k & 0 \\
0 & 0 & 0 & k_{1}
\end{array}\right), D=\left(\begin{array}{cccc}
-m-\mu & 0 & 0 & 0 \\
0 & -m_{1}-\mu_{1} & 0 & 0 \\
0 & 0 & -m-\lambda & 0 \\
0 & 0 & 0 & -m_{1}-\lambda_{1}
\end{array}\right)
\end{gathered}
$$

The five assumptions required in Theorem 2 of [1] can easily be satisfied by observing $\mathscr{F}, \mathscr{V}^{2} \mathscr{V}^{+}, \mathscr{V}^{-}$ and $\left.J\right|_{E_{0}}$. So, we can directly obtain the local asymptotical stable of $E_{0}$.

To prove its global attraction, notice that the last four equations are independent of the first four equations, we start by considering the first four equations.

$$
\left\{\begin{array}{l}
\frac{d S}{d t}=A+\lambda R+\sigma(1-\gamma) E-m S-\beta S I-k S  \tag{1}\\
\frac{d E}{d t}=\beta S I-m E-\sigma(1-\gamma) E-k E-\sigma \gamma E \\
\frac{d I}{d t}=\sigma \gamma E-m I-\mu I \\
\frac{d R}{d t}=k(S+E)-m R-\lambda R
\end{array}\right.
$$

Because $R_{0}<1$, there is a small enough positive number $\epsilon$ such that $R_{0}+\frac{\beta \epsilon \sigma \gamma}{(m+\mu)(m+\sigma+k)}<1$. Now we prove that for $\epsilon$, there is $t_{2}$ such that for all $t>t_{2}, S \leq S^{0}+\epsilon$. From the last equation of Eqs.(4), we have

$$
\begin{aligned}
\frac{d R}{d t} & =k(S+E)-m R-\lambda R \\
& =k(N-R-I)-m R-\lambda R \\
& \leq k \frac{A}{m}-(k+m+\lambda) R .
\end{aligned}
$$

So we have that for $\epsilon_{1}=\frac{\epsilon(m+k)}{\lambda}$, there is $t_{1}>0$ such that for all $t>t_{1}, R \leq \frac{k A}{m(m+\lambda+k)}+\epsilon_{1}=R^{0}+\epsilon_{1}$. Also from the first two equations of Eqs.(4), we have for all $t>t_{1}$ that

$$
\begin{aligned}
\frac{d(S+E)}{d t} & =A+\lambda R-m(S+E)-k(S+E)-\sigma \gamma E \\
& \leq A+\lambda\left(R^{0}+\epsilon_{1}\right)-(m+k)(S+E)
\end{aligned}
$$

then,

$$
\lim _{t \rightarrow \infty} \sup (S+E) \leq \frac{A+\lambda\left(R^{0}+\epsilon_{1}\right)}{m+k}
$$

Because $E \geq 0$, it follows that

$$
\begin{aligned}
\lim _{t \rightarrow \infty} \sup S & \leq \frac{A+\lambda\left(R^{0}+\epsilon_{1}\right)}{m+k} \\
& =\frac{A+\lambda\left(\frac{A}{m}-S^{0}+\epsilon_{1}\right)}{m+k} \\
& =S^{0}+\frac{\lambda \epsilon_{1}}{m+k}
\end{aligned}
$$

Thus, there is $t_{2}$ such that for all $t>t_{2}>t_{1}, S \leq S^{0}+\epsilon$, where $\epsilon=\frac{\lambda \epsilon_{1}}{m+k}$.
When $t>t_{2}>t_{1}$, we consider the following system:

$$
\left\{\begin{array}{l}
\frac{d E}{d t} \leq \beta\left(S^{0}+\theta\right) I-m E-\sigma(1-\gamma) E-k E-\sigma \gamma E,  \tag{2}\\
\frac{d I}{d t}=\sigma \gamma E-m I-\mu I .
\end{array}\right.
$$

From the corresponding linear system

$$
\left\{\begin{array}{l}
\frac{d \hat{E}}{d t}=\beta\left(S^{0}+\epsilon\right) \hat{I}-m \hat{E}-\sigma(1-\gamma) \hat{E}-k \hat{E}-\sigma \gamma \hat{E}  \tag{3}\\
\frac{d \hat{I}}{d t}=\sigma \gamma \hat{E}-m \hat{I}-\mu \hat{I}
\end{array}\right.
$$

we obtain its characteristic equation:

$$
W^{2}+(2 m+k+\mu+\sigma) W+(m+k+\sigma)(m+\mu)-\beta\left(S^{0}+\epsilon\right) \sigma r=0 .
$$

Since $R_{0}<1$ and $\epsilon>0$ is sufficiently small, we have

$$
(m+k+\sigma)(m+\mu)-\beta\left(S^{0}+\epsilon\right) \sigma r>0
$$

Thus, the eigenvalues $\omega_{1}$ and $\omega_{2}$ of the linear system are negative. It follows that the solution of the system (5)

$$
x(t)=c_{1} p_{1} e^{\omega_{1} t}+c_{2} p_{2} e^{\omega_{1} t} \rightarrow 0, t \rightarrow \infty,
$$

where $p_{1}$ and $p_{2}$ are the corresponding eigenvectors of the eigenvalues $\omega_{1}$ and $\omega_{2}$, respectively, and $c_{1}$, $c_{2}$ are arbitrary constants. Applying the comparison principle [2], we get that $E(t) \rightarrow 0$ and $I(t) \rightarrow 0$ as $t \rightarrow \infty$. By the theory of asymptotic autonomous systems [3], it is known that $S(t) \rightarrow S^{0}, R(t) \rightarrow R^{0}$ as $t \rightarrow \infty$. So $E_{0}$ is globally attractive when $R_{0}<1$.

Next, we consider the last four equations:

$$
\left\{\begin{array}{l}
\frac{d S_{1}}{d t}=B+\lambda_{1} R_{1}+\sigma_{1}\left(1-\gamma_{1}\right) E_{1}-m_{1} S_{1}-\beta_{1} S_{1} I  \tag{4}\\
\frac{d E_{1}}{d t}=\beta_{1} S_{1} I-m_{1} E_{1}-\sigma_{1}\left(1-\gamma_{1}\right) E_{1}-k_{1} E_{1}-\sigma_{1} \gamma_{1} E_{1} \\
\frac{d I_{1}}{d t}=\sigma_{1} \gamma_{1} E_{1}-m_{1} I_{1}-\mu_{1} I_{1} \\
\frac{d R_{1}}{d t}=k_{1} E_{1}-m_{1} R_{1}-\lambda_{1} R_{1}
\end{array}\right.
$$

Because when $t \rightarrow \infty, I \rightarrow 0$, the limiting system of Eqs.(6) is $\frac{d S_{1}}{d t}=B-m_{1} S_{1}$, whose disease-free equilibrium is $\left(\frac{B}{m_{1}}, 0,0,0\right)$ which is globally asymptotically stable. According to the theory of asymptotic autonomous systems, Theorem 1.2 in $[3],\left(\frac{B}{m_{1}}, 0,0,0\right)$ is also the disease-free equilibrium of Eqs.(6) and is globally asymptotically stable. Thus, the disease-free equilibrium $E_{0}$ is globally asymptotically stable in the region $\Gamma$ when $R_{0}<1$.

## Local stability of the endemic equilibrium

It is obvious that the disease-free equilibrium $E_{0}$ is an attractor in $\left\{\left(S, E, I, R, S_{1}, E_{1}, I_{1}, R_{1}\right) \in \Gamma: I_{1}=\right.$ $0\}$. The Jacobian matrix of system (1) at the endemic equilibrium $E_{*}$ is

$$
\left.J\right|_{E_{*}}=\left(\begin{array}{cc}
A & B \\
C & D
\end{array}\right)
$$

where

$$
\begin{gathered}
A=\left(\begin{array}{cccc}
-m-\beta I^{*}-k & 0 & \sigma(1-r) & 0 \\
0 & -m_{1}-\beta_{1} I^{*} & 0 & \sigma_{1}\left(1-r_{1}\right) \\
\beta I^{*} & 0 & -m-\sigma-k & 0 \\
0 & \beta_{1} I^{*} & 0 & -m_{1}-\sigma_{1}-k_{1}
\end{array}\right) \\
B=\left(\begin{array}{cccc}
-\beta S^{*} & 0 & \lambda & 0 \\
-\beta_{1} S_{1}^{*} & 0 & 0 & \lambda_{1} \\
\beta S^{*} & 0 & 0 & 0 \\
\beta_{1} S_{1}^{*} & 0 & 0 & 0
\end{array}\right), C=\left(\begin{array}{cccc}
0 & 0 & \sigma r & 0 \\
0 & 0 & 0 & \sigma_{1} r_{1} \\
k & 0 & k & 0 \\
0 & 0 & 0 & k_{1}
\end{array}\right)
\end{gathered}
$$

and

$$
D=\left(\begin{array}{cccc}
-m-\mu & 0 & 0 & 0 \\
0 & -m_{1}-\mu_{1} & 0 & 0 \\
0 & 0 & -m-\lambda & 0 \\
0 & 0 & 0 & -m_{1}-\lambda_{1}
\end{array}\right)
$$

Through calculating, we derive the characteristic polynomial

$$
\begin{aligned}
P(x)= & \left(x+m_{1}+\mu_{1}\right)\left[x^{3}+\left(a+c+m_{1}+\beta_{1} I^{*}\right) x^{2}+\left(a c+a m_{1}+c m_{1}+\beta_{1} I^{*} b+\beta_{1} I^{*} c\right) x\right. \\
& \left.+c m_{1} a+\left(b c-\lambda_{1} k_{1}\right) \beta_{1} I^{*}\right]\left\{x^{4}+\left(a_{1}+b_{1}+c_{1}+d_{1}+\beta I^{*}\right) x^{3}+\left[c_{1} d_{1}+\beta I^{*} d_{1}+\sigma r \beta S^{*}\right.\right. \\
& \left.+\left(a_{1}+b_{1}\right)\left(d_{1}+c_{1}+\beta I^{*}\right)+\left(a_{1} b_{1}-\lambda k\right)+\sigma r \beta I^{*}\right] x^{2}+\left[\left(a_{1}+b_{1}\right)\left(\beta I^{*} d_{1}+\sigma r \beta S^{*}\right)\right. \\
& \left.+\left(a_{1} b_{1}-\lambda k\right)\left(d_{1}+c_{1}+\beta I^{*}\right)+\sigma r \beta I^{*}\left(b_{1}+d_{1}\right)\right] x+\left(a_{1} b_{1}-\lambda k\right)\left(c_{1} d_{1}+\beta I^{*} d_{1}+\sigma r \beta S^{*}\right) \\
& \left.+\sigma r \beta I^{*} b_{1} d_{1}\right\},
\end{aligned}
$$

where $a=m_{1}+\sigma_{1}+k_{1}, b=m_{1}+\sigma_{1} r_{1}+k_{1}, c=m_{1}+\lambda_{1}, a_{1}=m+k, b_{1}=m+\lambda, c_{1}=m+\sigma+k, d_{1}=m+\mu$. Apparently, $-\left(m_{1}+\mu_{1}\right)$ is a root of $P(x)$. Moreover, we consider $P_{1}(x)=x^{3}+A x^{2}+B x+C$, where,

$$
\begin{aligned}
A & =a+c+m_{1}+\beta_{1} I^{*} \\
B & =a c+a m_{1}+c m_{1}+\beta_{1} I^{*} b+\beta_{1} I^{*} c \\
C & =c m_{1} a+\left(b c-\lambda_{1} k_{1}\right) \beta_{1} I^{*}
\end{aligned}
$$

It follows that

$$
\begin{aligned}
A= & \left(a+c+m_{1}+\beta_{1} I^{*}\right)>0, \\
A B-C= & \left(a+c+m_{1}+\beta_{1} I^{*}\right)\left(a c+a m_{1}+c m_{1}+\beta_{1} I^{*} b+\beta_{1} I^{*} c\right) \\
& -\left[c m_{1} a+\left(b c-\lambda_{1} k_{1}\right) \beta_{1} I^{*}\right]>0, \\
C= & c m_{1} a+\left(b c-\lambda_{1} k_{1}\right) \beta_{1} I^{*}>0 .
\end{aligned}
$$

By the Routh-Hurwitz criterion, we know that all roots of $P_{1}(x)$ have the negative real parts.
Further, we consider the polynomial

$$
P_{2}(x)=x^{4}+A_{1} x^{3}+B_{1} x^{2}+C_{1} x+D_{1}
$$

where

$$
\begin{aligned}
A_{1} & =a_{1}+b_{1}+c_{1}+d_{1}+\beta I^{*} \\
B_{1} & =c_{1} d_{1}+\beta I^{*} d_{1}+\sigma r \beta S^{*}+\left(a_{1}+b_{1}\right)\left(d_{1}+c_{1}+\beta I^{*}\right)+\left(a_{1} b_{1}-\lambda k\right)+\sigma r \beta I^{*} \\
C_{1} & =\left(a_{1}+b_{1}\right)\left(\beta I^{*} d_{1}+\sigma r \beta S^{*}\right)+\left(a_{1} b_{1}-\lambda k\right)\left(d_{1}+c_{1}+\beta I^{*}\right)+\sigma r \beta I^{*}\left(b_{1}+d_{1}\right) \\
D_{1} & =\left(a_{1} b_{1}-\lambda k\right)\left(c_{1} d_{1}+\beta I^{*} d_{1}+\sigma r \beta S^{*}\right)+\sigma r \beta I^{*} b_{1} d_{1}
\end{aligned}
$$

It follows that

$$
\begin{aligned}
A_{1}= & a_{1}+b_{1}+c_{1}+d_{1}+\beta I^{*}>0 \\
D_{1}= & \left(a_{1} b_{1}-\lambda k\right)\left(c_{1} d_{1}+\beta I^{*} d_{1}+\sigma r \beta S^{*}\right)+\sigma r \beta I^{*} b_{1} d_{1}>0 \\
A_{1} B_{1}-C_{1}= & \left(a 1+b 1+c 1+d 1+\beta I^{*}\right)\left[c_{1} d_{1}+\beta I^{*} d_{1}+\sigma r \beta S^{*}+\left(a_{1}+b_{1}\right)\left(d_{1}+c_{1}+\beta I^{*}\right)\right. \\
& \left.+\left(a_{1} b_{1}-\lambda k\right)+\sigma r \beta I^{*}\right]-\left[\left(a_{1}+b_{1}\right)\left(\beta I^{*} d_{1}+\sigma r \beta S^{*}\right)+\left(a_{1} b_{1}-\lambda k\right)\left(d_{1}+c_{1}+\beta I^{*}\right)\right. \\
& \left.+\sigma r \beta I^{*}\left(b_{1}+d_{1}\right)\right]>0 \\
E= & C_{1}\left(A_{1} B_{1}-C_{1}\right)-D_{1}\left(A_{1}\right)^{2}>0
\end{aligned}
$$

The first three inequalities are apparent from the formulas. However, the last one is not easy to calculate. We verified it by using MATLAB. Because the formula is too long, we do not list it here. By the RouthHurwitz criterion, all roots of $P_{2}(x)$ have the negative real parts. Therefore, the characteristic roots of $\left.J\right|_{E_{*}}$ have negative real parts.
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