
S1 Text. Saliency models. The code for all saliency algorithms that we used is
publicly available and was not modified for the experiments. Default parameters were
used in each case. Below is a list of links.

AIM https://github.com/TsotsosLab/AIM.

ITTI implementation provided with the GBVS saliency package
(http://www.vision.caltech.edu/~harel/share/gbvs.php).

OBJ v2.2 of the algorithm (http://groups.inf.ed.ac.uk/calvin/objectness/).

RARE2012 http://www.tcts.fpms.ac.be/attention/?categorie17/rare2012.

BMS we use the most recent version for eye-fixation prediction from [1]
(http://cs-people.bu.edu/jmzhang/BMS/BMS.html).

eDN https://github.com/coxlab/edn-cvpr2014

oSALICON since the original algorithm is not published, we use the open source
version of it that has comparable results as described in [2]
(https://github.com/CLT29/OpenSALICON).

DeepGaze II https://deepgaze.bethgelab.org/ (the code was not available at the
time of the writing. We used the saliency maps provided by the authors to our
data).

In all experiments we used default parameters.
OBJ outputs multiple object proposals as bounding boxes. These bounding boxes

then can be combined to form a heatmap that approximately corresponds to a saliency
map. The latter option was used in the experiments.

In order to evaluate inherent center bias of the algorithms we turned off the explicit
center prior used in the following saliency models: ITTI, eDN and DeepGaze II. Other
algorithms in our selection do not use the explicit center prior.

Even though we switched off the explicit center prior where applicable, there is still
a possibility that some models, in particular the deep learning ones, may learn center
bias from the training data. For example, the OSIE dataset [3] (used to train the
oSALICON model), the oSALICON dataset [4] (used for the DeepGaze II model) and
the MIT1003 dataset [5] (used for eDN) all have significant center bias.
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