
Terminal condition for entrainment process and
solution strategies

Eq (6) implies that the state y(t) in the two-process model follows different dynamics
when the subject is sleeping (β = 1) and awake (β = 0), i.e., the two-process model is
piecewise smooth and contains finite modes (i.e., sleeping and awake intervals). In this
paper, we apply variational calculus to determine the piecewise extremal solution for
entrainment with either spontaneous sleep or controllable sleep. Assume the dynamics
of the piecewise smooth model in the i-th mode is given in the following form:

ẏ = Fi(y, I), t ∈ [ti−1, ti), ∀i ∈ {1, 2, · · · , N}, (0.1)

where N is the total number of modes during the entrainment process. The initial
condition is defined at the beginning of the 1st mode as t0 = 0, y(0) = y0. The objective
function is given in an integral function spans the whole entrainment process as:

J(I; y0) =

∫ tf

t0

L(τ, y, I)dτ, (0.2)

where the integrand L maps the point (t, y(t), I(t)) to a real number.

0.1 Terminal condition for entrainment process

Since the S+C3 model is a deterministic dynamical system with a stable limit cycle
under the reference light in Eq (11), the solution trajectory under the reference light
should converge to the reference trajectory. For the entrainment problems of the S+C3
model, the terminal condition at the final time tf of entrainment processes is given as

ϕf (y(tf ), tf ) = ‖[x, xc, H]T (tf )− [xref , xcref , Href ]
T (tf )‖22 − tol≤0. (0.3)

In this paper, the final tolerance is set to tol = 0.01, which corresponds to a 20-minute
difference in the circadian phase shift. Note that the final sleep state β(tf ) could be
different from the reference sleep state βref(tf ) = βREF(tf + ∆init). We assume that
when the entraining state is close to the reference state, as shown in Eq (0.3), the
entraining subjects are able to adjust their sleep schedule to the reference sleep schedule
rapidly by themselves. We use randomized numerical simulations and probability theory
to justify (0.3) with tol=0.01 as the terminal condition of the entrainment process for
the S+C3 model: assume the light input and sleep schedule of the entraining subject
after he reaches the terminal condition are reference light and spontaneous sleep, we
uniformly randomly choose 10000 sets of initial conditions [x(0), xc(0), H(0)] on the
spheres satisfying

‖[x, xc, H]T (0)− [xref , xcref , Href ]
T (0)‖22 = 0.01,

[xref , xcref , Href ](t) = [xREF, xcREF, HREF](t+ ∆), ∆ ∈ [0, 24],

where ∆ is uniformly sampled between 0 and 24 and n(0) is uniformly valued between 0
and 1 for every case, then simulate the S+C3 model forward. The state error is defined
as
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e(t) = ‖[x, xc, H]T (t)− [xref , xcref , Href ]
T (t)‖22.

The left subfigure in Fig 1 shows the evolution of e(t) in some simulation cases. It is
obvious that e(0) = 0.01 and in some cases, the values of e(t) increase and reach a
maximum in the first 10 hours, then decrease asymptotically. To evaluate the
convergence performance, the histogram of the maximum value of state error in each
case is plotted in the right subfigure in Fig 1. The maximum state errors in 99.99%
simulation cases are less than or equal to 0.04, which corresponds to about 40 minutes
in the circadian phase shift and is small enough to be ignored during entrainment.
Based on Hoeffding inequality [1], the probability of max(e(t)) ≤ 0.04 is greater than
98.47% with a confidence level of 99%. These results imply that in most cases the
entraining state remains consistent with the reference state under reference light and
spontaneous sleep schedule after reaching the terminal condition (0.3) with tol=0.01.

Fig 1. The time evolution of state error e(t) with initial values [x(0), xc(0), H(0)]
satisfying (0.3) and n(0) valued between 0 and 1 (left), and the histogram of maximum
value of e(t) in each case (right).

0.2 Optimal light input for minimum-time entrainment with
spontaneous sleep

Assume the mode transition between the ith and (i+ 1)th modes occurs at time t = ti,
with the state following the switching condition, which is expressed as a function of
state and switching time ti given as

ϕi(y(ti), ti) = 0. (0.4)

The entrainment process terminates at the final time of the Nth mode tf = tN with a
terminal condition defined as

ϕN (y(tN ), tN ) = ϕf (y(tf ), tf ) = 0. (0.5)

Notation: Denote y(ti) and I(ti) as yi and Ii, respectively, and represent the partial
derivatives in the following forms:

ϕi,y(y, t) ,
∂ϕi(y, t)

∂y
, ϕi,t(y, t) ,

∂ϕi(y, t)

∂t
, Fi,y(y, I) ,

∂Fi(y, I)

∂y
, Fi,I(y, I) ,

∂Fi(y, I)

∂I
,

Ly(t, y, I) ,
∂L(t, y, I)

∂y
, LI(t, y, I) ,

∂L(t, y, I)

∂I
.

Under the dynamics in Eq (0.1), the state y is only decided by input I(t) with a fixed
initial condition. Given switching and terminal conditions in Eq (0.4), (0.5) and a fixed
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y0, the switching and final time t1, ..., tN are also completely determined by I(t). To
take the switching/terminal conditions and dynamics equation into account, we
introduce multipliers P (t) and εi, i ∈ [1, ..., N ], where P (t) is a function of time and
εi (i ∈ [1, ..., N ]) are scalars. The augmented cost is written as:

Ja(I; y0) =

∫ tN

t0

L(τ, y(τ), I(τ))dτ

+

N∑
i=1

∫ ti

ti−1

PT (τ) [Fi(y(τ), I(τ))− ẏ(τ)] dτ +

N∑
i=1

εiϕi(yi, ti). (0.6)

The value of Ja in Eq (0.6) is equal to the value of J in Eq (0.2) as Eq (0.1), (0.4) and
(0.5) are satisfied during entrainment. For a feasible choice of light input I(t) and the
corresponding state y(t) and switching times t1, ..., tN , the input I(t) is perturbed as
I(t) + αξ(t) ∈ ΩI with a scalar α which is sufficiently close to 0 and an admissible
perturbation term ξ(t). The state and the switching/final times resulting from the
perturbed input are given as y(t) + αη(t) + o(α) and ti + ασi + o(α) respectively, where
o(α) represents a higher order term of α, η(t) and σi represent the first-order variation
of y(t) and ti with respect to ξ(t), i.e.,

η(t) = lim
α→0

d

dα
[y(I + αξ, t)− y(I, t)],

σi = lim
α→0

d

dα
[ti(I + αξ)− ti(I)].

The perturbed augmented cost is demonstrated as

Ja(I + αξ; y0) =

∫ tN+ασN+o(α)

t0

L(τ, y + αη + o(α), I + αξ)dτ

+

N∑
n=1

∫ ti+ασi+o(α)

ti−1+ασi−1+o(α)

PT (τ)[Fi(y + αη + o(α), I + αξ)− ẏ − αη̇ − o(α)]dτ

+

N∑
i=1

εiϕi(yi + αηi + αFi(yi + αηi + o(α), I + αξ)σi + o(α), ti + ασi + o(α)),

where σ0 = 0. The first-order variation of the augmented cost is calculated by

May 26, 2021 3/7



δJa|I = lim
α→0

d

dα
[Ja(I + αξ; y0)− Ja(I; y0)]

=

∫ tN

t0

LTy (τ, y, I)η + LI(τ, y, I)ξdτ

+

N∑
i=1

∫ ti

ti−1

ṖT η + PT [FTi,y(y, I)η + Fi,I(y, I)ξ]dτ

+σN
[
L(tN , yN , IN ) + PTN (FN (yN , IN )− ẏN )

]
+

N∑
i=1

εi[ϕ
T
i,y(yi, ti)(ηi + Fi(yi, Ii)σi) + ϕi,t(yi, ti)σi]

+

N−1∑
i=1

[PT (t−i )Fi(yi, Ii)− PT (t+i )Fi+1(yi, Ii)]σi

−
N∑
i=1

[
PT (t−i )η(ti)− PT (t+i−1)η(ti−1)

]
,

where t−i and t+i denote the times just before and after the switching condition (21)
occurs, η(t0) = 0 for given initial condition. For the algorithm that we present in this
section, it suffices to know that if we choose their values such that

dP (t)

dt
=− Fi,y(y, I)P (t)− Ly(t, y, I) when t ∈ [ti−1, ti), (0.7a)

P (tN ) =εNϕN,y(yN , tN ), (0.7b)

εN =− L(tN , yN , IN )

ϕN,t(yN , tN ) + ϕTN,y(yN , tN )FN (yN , IN )
, (0.7c)

P (t−i ) =εiϕi,y(yi, ti) + P (t+i ), (0.7d)

εi =− PT (t−i )Fi(yi, Ii)− PT (t+i )Fi+1(yi, Ii)

ϕTi,y(yi, ti)Fi(yi, Ii) + ϕi,t(yi, ti)
, (0.7e)

the variation in the augmented cost function is simplified as

δJa|I =

∫ tN

t0

[LI(τ, y, I) + PT (τ)FI(y, I)]ξ(τ)dτ.

Therefore, the gradient of the augmented cost to the input I is expressed in the
following form:

∇I(t)Ja = LI(t, y, I) + PT (t)Fi,I(y, I). (0.8)

From Eq (0.7d) we know that the value of P (t) is discontinuous at the switching time.
For the S+C3 model, if the subject falls asleep spontaneously at ti, the state satisfies

ϕi(yi, ti) = Hi −Acxi − 0.67 = 0,

while if the subject wakes up spontaneously at ti, the state follows

ϕi(yi, ti) = Hi −Acxi − 0.17 = 0.

Plugging these equations and the state equation into (0.7d) and (0.7e), we determine
the value of P (t−i ) based on P (t+i ) and yi.
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Steps of a gradient descent process for solving the optimal light input for
minimum-time entrainment with the spontaneous sleep schedule are listed as below:

1. Denote the light, state, P (t), ti and tf in the hth iteration as Ih(t), yh(t), Ph(t),
thi and thf , respectively. Set h = 0 and choose an initial guess of the light input as I0(t);

2. Integrate the state equation forward, determine the switching time th1 , ..., t
h
N−1

and switching state yh1 , ..., y
h
N−1, final time thf and the final state yh(thf ) and yref(t

h
f );

3. Determine the final value of Ph(thf ) based on Eq (0.7b), (0.7c) and simulate (0.7a)

backward in every mode. At the sleep time and wake time points, Ph(th−i ) is decided
based on Eq (0.7d) and (0.7e);

4. Determine the gradient of the augmented cost with respect to Ih(t) based on
Eq (0.8), update Ih by

Ih+1(t) = min
{

max
[
Ih(t)− ηI∇Ih(t)Ja, 0

]
, Imax

}
, (0.9)

where ηI > 0 is the updating step for I(t). It is determined by a line search.
5. Set h = h+ 1 and repeat the steps 2-5 until the solution converges to a stable

value.

Lemma 1 (From [2]) If the iteration reaches a fixed point, i.e., I∗(t) = Ih+1(t)= Ih(t)
for any positive step size ηI , the following condition must be satisfied for all t ∈ [t0, t

h
f ]

Ih(t) = 0 when ∇Ih(t)Ja > 0,
Ih(t) = Imax when ∇Ih(t)Ja < 0,

Ih(t) ∈ [0, Imax] when ∇Ih(t)Ja = 0.
(0.10)

If the final optimal solution is valued at either maximum or minimum, i.e.,
I∗(t) ∈ {0, Imax} for ∀ t ∈ [t0, tf ], this control is called the bang-off control. If
∇I(t)J = 0 in a time interval, the light input I(t) cannot be updated by the gradient
descent process and could be any value between 0 and Imax in this interval. We call this
interval the singular region.

0.3 Optimal light input and sleep schedule for minimum-time
entrainment with controllable sleep

In this part, the sleep schedule is partially controllable during entrainment. Assume
that the sleep-wake switching time ti, ∀i ∈ [1, ..., N − 1] follows inequality constraints
given in the following form:

ϕimin ≤ ϕi(yi, ti) ≤ ϕimax, ∀i ∈ {1, ..., N − 1}, (0.11)

where ϕimin and ϕimax are the lower and upper bounds of ϕi. The augmented cost
function with controllable sleep is written as

Ja(I, t1, ..., tN−1; y0) =

∫ tN

t0

L(τ, y(τ), I(τ))dτ

+

N∑
i=1

∫ ti

ti−1

PT (τ) [Fi(y(τ), I(τ))− ẏ(τ)] dτ + εNϕN (yN , tN ).

For the entrainment problem with controllable sleep schedule and a fixed initial
condition in Section 3.3, the entrainment time and state are fully determined by the
switching times and light input. To evaluate the effects of both light and sleep schedule
on the entrainment time, for a feasible choice of (I(t), t1, ..., tN−1), we perturb the light
input and switching times as I(t) + αξ(t) ∈ ΩI and ti + ασi, i ∈ [1, ..., N − 1], following
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Eq (0.11), with a scalar α sufficiently close to 0 and admissible perturbation terms ξ(t)
and σi. The perturbed augmented cost is given as

Ja(I + αξ, t1 + ασ1, ..., tN−1 + ασN−1; y0)

=

∫ tN+ασN+o(α)

t0

L(τ, y + αη + o(α), I + αξ)dτ

+

N∑
i=1

∫ ti+ασi

ti−1+ασi−1

PT (τ)[Fi(y + αη + o(α), I + αξ)− ẏ − αη̇ − o(α)]dτ

+εNϕN (yN + αηN + αFN (yN + αηN , I + αξ)σN + o(α), tN + ασN + o(α)).

The first-order variation of the augmented cost is

δJa|I,t1,...,tN−1
=

∫ tN

t0

LTy (τ, y, I)η + LI(τ, y, I)ξdτ

+

N∑
i=1

∫ ti

ti−1

ṖT η + PT (τ)[FTi,y(y, I)η + Fi,I(y, I)ξ]dτ

−
N∑
i=1

[PT (t−i )η(ti)− PT (t+i−1)η(ti−1)]

+εN{ϕTN,y(yN , tN )[ηN + FN (yN , IN )σN ] + ϕN,t(yN , tN )σN}

+

N−1∑
i=1

[PT (t−i )Fi(yi, Ii)− PT (t+i )Fi+1(yi, Ii)]σi

+σNL(tN , yN , IN ).

We choose the values of P (t) and εN in the following forms:

P (tN ) =εNϕN,y(yN , tN ), (0.12a)

εN =− L(tN , yN , IN )

ϕTN,y(yN , tN )FN (yN , IN ) + ϕN,t(yN , tN )
, (0.12b)

P (t−i ) =P (t+i ), (0.12c)

dP (t)

dt
=− Fi,y(y, I)P (t)− Ly(t, y, I) when t ∈ [ti−1, ti). (0.12d)

After some simplifications, the variation of the augmented cost function is given as

δJa|I,t1,...,tN−1
=

∫ tN

t0

[
LI(τ, y, I) + PT (τ)FI(y, I)

]
ξdτ

+

N−1∑
i=1

PT (ti)[Fi(yi, Ii)− Fi+1(yi, Ii)]σi.

The equation above provides the variation of augmented cost function resulting from a
small perturbation in light input and switching times. The gradients of the augmented
cost to I and ti are given as

∇I(t)Ja =LI(t, y, I) + PT (t)Fi,I(y, I), (0.13a)

∇tiJa =PT (ti)[Fi(yi, Ii)− Fi+1(yi, Ii))]. (0.13b)
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Unlike the case in the minimum-time entrainment with spontaneous sleep, here P (t) is
continuous at the switching points in (0.12c). Based on the gradient descent method, if
we represent the ith switching time at the hth iteration as thi , its value is updated by:

th+1
i = thi − ηswitch∇thi J, (0.14)

where ηswitch is the updating step for the switching time and also determined by a line
search in the simulation that guarantees that ti satisfies the constraint in Eq (0.11) in
every iteration. Steps of calculation of the optimal light and sleep schedule for
minimum-time entrainment are listed below:

1. Denote the light, state, P (t), β(t), ti and tf in the hth iteration as Ih(t), yh(t),
Ph(t), βh(t), thi and thf , respectively. Set h = 0 and choose an initial guess of the light

input I0(t) and the sleep schedule β0(t) to drive the two-process state to the reference
trajectory in a finite time;

2. Integrate the state equation forward, determine the switching time th1 , ..., t
h
N−1,

switching state yh1 , ..., y
h
N−1, final time thf and the final states yh(thf ) and yref(t

h
f );

3. Determine the final value of Ph(thf ) based on Eq (0.12a), (0.12b) and integrate

(0.12d) backward to get Ph(t), t ∈ [t0, t
h
f ];

4. Determine the gradient of the augmented cost to Ih(t) and the sleep/wake times
based on (0.13), update Ih, thi based on Eq (0.9) and (0.14);

5. Set h = h+ 1 and repeat the steps 2-5 until both Ih(t) and βh(t) converge to
some stable solutions.

Note that the final solution of I(t) from this gradient descent process still holds the
condition in Eq (0.10).
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