Quantitative Analysis of the Results

**Method**

The data was analyzed with the statistical programming language R [1] and additional packages to compute Krippendorff’s alpha [2] and McNemar’s chi-square test [3].

Krippendorff’s alpha [4] is a measure of agreement, which is more flexible than other similar measures, such as Cohen’s Kappa or Fleiss’ Kappa [4-6]. This estimate can be utilized for more than two raters and can deal with missing data if two or more observations are available per item. Krippendorff’s alpha compares observed disagreement with expected disagreement and values range from 0 to 1. In case of extreme (dis)agreement, the expected disagreement is influenced by the ratio of agreement/disagreement values and adjusts accordingly. This leads to a low reliability statistic even though the percent agreement is high (so-called κ-Paradox; e.g., in [7-9]).

McNemar’s χ²-test is used to quantify the changes in rating between round 1 and round 2 [10,11]. It is a modified paired-*t* test which can be utilized for categorical data [12]. Since round 3 constitutes the final rating of the whole generated list of items (i.e., post-group consensus [13]), in comparison to the rating of each individual item, the shift in responses is not of interest for round 2 to round 3. The McNemar test requires a minimum of number of observations in each contingency table cell and requires an observation in concordant cells (e.g., ‘neutral’/’neutral’), which is why this statistic may only be computed for items with lower agreement rates and varying responses. Additionally, assessing a shift from, for example 98% agreement to 100% agreement, does not aid in the interpretation of the results. If the McNemar test results in a significant p-value (α≤.05) it indicates a significant difference in the ratings of importance between round 1 and 2. Additionally, Cohen’s Kappa will be calculated as a measure of agreement between the ratings of round 1 and 2 for each item [14,15].

**Results**

Percent agreement increased between the rounds from 70% to 99% (Table S3.1). Point estimates of Krippendorff’s alpha increased from round 1 to round 2, while the estimate is lowest for round 3.

**Table S3.1. Results of Krippendorff’s alpha estimates for all rounds.**

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **Round** | **% Agreement** | **% Chance Agreement** | **Krippendorff’s α estimate** | **Standard error** | **Krippendorff’s α CI (95%)** | **p-value** |
| *1* | .707 | .648 | .167 | 0 | (.168; .168) | 0 |
| *2* | .643 | .554 | .200 | .025 | (.151; .249) | <.01 |
| *3* | .986 | .986 | -.007 | .002 | (-.01; -.003) | <.01 |
| *Overall* | .747 | .671 | .231 | .019 | (.192; .27) | 0 |

For 25 of the 27 items where the McNemar test was computed, no significant shifts in ratings from round 1 to round 2 were observable (Table S3.2). Item 47 (*whether possible glasses were disturbing during the vibration*) and Item 48 (*whether the participants wore glasses during WBV*) showed a significant shift in ratings, both becoming more negative (i.e., favoring excluding these items). Estimates of Cohen’s Kappa indicate slight to moderate agreement between round 1 and round 1 across all items [16].

**Table S3.2. Results of McNemar χ²-Test and Cohen’s Kappa for the Pre-Determined Items rated in Round 1 and 2.**

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Category** | **Item** | **McNemar’s χ²** | **df** | **p-value** | **Cohen’s Kappa (95%-CI)** |
| *Information about vibration* | 1 | - | - | - | **\*** |
| 2 | .25 | 1 | .617 | **\*** |
| 3 | - | - | - | **\*** |
| 4 | - | - | - | **\*** |
| 5 | - | - | - | **\*** |
| 6 | 1.333 | 3 | .721 | .44 (.13;.75) |
| 7 | 3.086 | 3 | .379 | .07 (-.16; .30) |
| 8 | - |  |  | .65 (.39, .90) |
| 9 | 5.667 | 2 | .129 | .18 (-.09, .45) |
| 10 | 5 | 3 | .172 | .43 (.12; .73) |
| 11 | 1.667 | 3 | .644 | .09 (-.18; .37) |
| 12 | - | - | - | -.002 (-.26; .26) |
| 13 | - | - | - | .58 (.33, .83) |
| 14 | 4 | 3 | .262 | .23 (-.06; .52) |
| 15 | 3.619 | 3 | .306 | .46 (.22; .71) |
| 16 | 5.743 | 3 | .125 | .20 (-.03; .44) |
| *Information about device* | 17 | - | - | - | **\*** |
| 18 | - | - | - | 1 (1;1) |
| 19 | - | - | - | -.29 (-.58; .02) |
| 20 | 4 | 3 | .262 | .38 (.07; .7) |
| 21 | 4.667 | 3 | .198 | .52 (.30; .73) |
| 22 | 2.578 | 3 | .461 | .23 (-.003; .46) |
| *Information about administration* | 23 | - | - | - | **\*** |
| 24 | - | - | - | **\*** |
| 25 | - | - | - | **\*** |
| 26 | - | - | - | **\*** |
| 27 | 0 | 1 | 1 | -.026 (-.06; .01) |
| 28 | 0 | 1 | 1 | -.034 (-.08; .01) |
| 29 | - | - | - | -.5 (-1; .19) |
| 30 | - | - | - | .24 (-.21; .69) |
| 31 | - | - | - | .14 (-.23; .52) |
| 32 | - | - | - | .20 (-.20; .60) |
| 33 | - | - | - | .29 (-.09; .67) |
| 34 | 3.333 | 3 | .343 | .48 (.15; .8) |
| 35 | 3.286 | 3 | .349 | .16 (-.09; .42) |
| 36 | 3.111 | 3 | .375 | .24 (-.03; .51) |
| 37 | 4.5 | 3 | .212 | .29 (.04; .55) |
| 38 | 1.667 | 3 | .644 | .36 (.13; .59) |
| *Information about participants* | 39 | - | - | - | .24 (-.21; .69) |
| 40 | - | - | - | **\*** |
| 41 | 4 | 3 | .262 | .07 (-.12; .27) |
| 42 | 2.667 | 3 | .446 | .19 (-.13; .5) |
| 43 | 5.571 | 3 | .134 | .02 (-.14; .18) |
| 44 | 2.8 | 3 | .424 | .41 (.18; .64) |
| 45 | 1.343 | 3 | .719 | .19 (-.03; .42) |
| 46 | 4.971 | 3 | .174 | .19 (-.03; .42) |
| 47 | 8.273 | 3 | .041 | .36 (.13; .59) |
| 48 | 9.571 | 3 | .023 | .28 (.05; .50) |

\*Cohen’s Kappa cannot be calculated for items without responses in all cells of the contingency tables.

**Discussion**

Even though Krippfendorff’s alpha estimates appear to be poor in all three rounds and overall, the percent agreement is high (>70%) in all rounds. Additionally, the ratings per item show that agreement for most items was rather stable throughout all rounds, with high agreement ratings for most items starting in round 1. For example, 13 of 16 items of *information about vibration* show an agreement rate of at least 75% in round 1. Thus, it is plausible that the reliability statistics are underestimated. The overall agreement is further included in the final round, where the experts were asked to agree/disagree with the final list of items. Additionally, the overall agreement rate does not dispute the findings of the study. The main interest lies on the agreement of each item individually (i.e., whether this specific item should be included in the final list or not). The agreement between round 1 and 2 (Cohen’s Kappa) appears to be similarly underestimated by Cohen’s Kappa as it indicates low agreement between the rounds. Nevertheless, also for this statistic the measure may not be of high validity as we expect changes in the ratings from round 1 to round 2 based on the re-assessment of each item with the results of the prior round.

The stability over the rounds was assessed with the McNemar test. No significant shift for most items was observed, which indicates a high stability over the rounds and supports that no more than three rounds were required to achieve stability in the ratings of the experts. Two items showed a significant shift of opinion from round 1 to round 2 resulting in high disagreement rates. These items were ultimately excluded from the final list. Many items reached consensus (according to our definition) in the second round without significant shifts in opinion according to the McNemar test. This reflects the difference of the concepts of stability of ratings and consensus [10].
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