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Expressing optical duplicate marking in elPrep 4

There are two reasons why read duplicates may occur in a BAM file [1]. Firstly, the
same DNA fragment may be sequenced multiple times during the sample preparation
step because of how library construction using PCR works. This creates PCR duplicates.
Secondly, optical duplicates may occur because of mistakes made by the sequencer,
namely when a single amplification cluster is incorrectly identified as multiple clusters
by the optical sensor. In both cases, this will result in multiple reads being recorded
that may look similar in the BAM file, but are not necessarily identical.

In general, it is desirable to mark duplicates before statistical analysis of a BAM file
as read duplicates are not independent observations. The Picard/GATK 4 duplicate
marking tool also distinguishes between optical and PCR duplicates to generate a
metrics file that specifies the ratio of optical versus PCR duplicates. This reveals useful
information about the quality of the sample and sequencing run. We previously
described a parallel algorithm we derived for elPrep from the Picard algorithm for
duplicate marking [2]. In elPrep 4, we extend it to include optical duplicate marking.

Picard/GATK 4 algorithm

The Picard/GATK 41 strategy for identifying duplicates is to closely compare reads
that map to the exact same location in the reference genome. Optical duplicates are
then distinguished from PCR duplicates by inspecting the tile coordinates that are
recorded for each read (see QNAME in the SAM record [3]). If two reads are closely
located on the same tile, they are likely to be optical duplicates.

The Picard/GATK 4 algorithm for duplicate marking is a sequential, multi-pass
algorithm that reads the input file multiple times. It consists of the following phases:

1. Sort the reads according to mapping coordinates and keep track of the original file
positions of the reads.

2. Identify groups of potential duplicates within the sorted list by grouping together
all reads mapping to the same position. For each of these groups, identify the read
with the highest quality score, still keeping track of the file positions of all other
reads in that group. The latter are considered duplicates of the former.

1GATK 4 merges the GATK and Picard softwares.
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3. Identify optical duplicates in these groups of duplicates. For this, do a pairwise
comparison between all reads in each group. Calculate the distance of the reads
using their tile coordinates, and if this distance is below a certain threshold, count
one of them as an optical duplicate. Preference is given to the non-duplicate read
of a group as the origin of optical duplicates. Listing 1 shows simplified pseudo
code for this phase.

4. Write a new output file by copying the reads from the original file, but use the file
positions identified in step 2 to identify which reads are marked as a duplicate.
Based on the counts in step 3, generate a metrics file that, among others, contains
the ratio of PCR/optical duplicates.

Each of these phases implement nested loops that iterate sequentially over the full read
data. In contrast, the algorithms for duplicate marking in elPrep are parallelized.

func c l o s e ( read1 , read2 , th r e sho ld ){
return | read1 . TileX − read2 . TileX | <= thre sho ld &&

| read1 . TileY − read2 . TileY | <= thre sho ld
}

func markOptica lDupl icates ( dups , th r e sho ld ){
c t r := 0
for ( i := 0 ; i < l en ( dups ) ; i ++):

read1 := dups [ i ]
for ( j := i + 1 ; j < l en ( dups ) ; j ++):

read2 := dups [ j ]
i f read2 . o p t i c a l :

continue
i f read1 . T i l e != read2 . T i l e :

continue
i f c l o s e ( read1 , read2 , th r e sho ld ) :

read2 . o p t i c a l = true
c t r++

return c t r
}
Listing 1. Pseudo code for optical duplicate marking within a list of duplicates in
Picard/GATK 4 (simplified).

A parallel optical duplicate marking algorithm in elPrep 4

The elPrep 4 algorithm for optical duplicate marking produces the same output as the
algorithm from Picard/GATK 4, yet it has a very different structure. In previous work,
we discussed how the Picard algorithm for duplicate marking can be reformulated as a
filter [2]. This allows elPrep to perform duplicate marking using only a single pass
through the read data compared to the multi-pass algorithm in Picard. This removes
considerable I/O overhead and allows elPrep to parallelize the execution of duplicate
marking, which greatly speeds up the runtime of duplicate marking [2].

We cannot add optical duplicate marking as a filter operation. In the previous
sections, we explained that the general duplicate marking algorithm identifies duplicates
based on mapping positions, without distinguishing between optical or PCR duplicates.
Optical duplicates can be identified among those duplicates by comparing their
respective distances based on their tile coordinates. For this to work, the general
duplicate marking must already be done for all reads.
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We therefore implement optical duplicate marking as an operation on the whole read
set. This is separate from the general duplicate marking filter in elPrep. Our algorithm
for optical duplicate marking consists of two phases:

1. When the duplicate marking filter is executed, the reads that have duplicates are
identified and stored in a table that we can reuse for the optical duplicate
marking. As a first step, we iterate over all the reads –stored in memory– and
identify all reads that are tagged as duplicates. For these reads, we look up the
origin, the read for which they are duplicates, in the table created by the general
duplicates marking filter. We compute the distance between duplicate and origin
to determine if the read is a duplicate of the origin, and if so, increment our count.
We also store for each origin what its duplicates are.

2. For each origin read we next do a pairwise comparison among its duplicates
identified in step 1.

These phases are implemented as parallel algorithms. Simplified pseudo code is
shown in Listing 2. The first phase is implemented as a parallel range-reduce pattern.
The range-reduce has a target data structure (reads) and two functions, a map and a
reduce2, as arguments. The idea of the range-reduce is that it implements a parallel
loop that splits up the iterations over the reads into parallel tasks.

The map function checks if a read is a duplicate, in which case it will look up the
origin, which is the read that caused it to be marked as a duplicate in the first place. It
stores the read with the origin, and calculates the distance to that origin to decide
whether to count it as an optical duplicate or not. The storing of the read with the
origin needs to be synchronized as different parallel tasks may find the same origin for
the reads they are processing. We implement this using atomic compare-and-swap
operations [7] (not shown).

The reduce function is there to combine the results of the parallel tasks instantiated
by the map function. It describes how to combine the results of two tasks. In this case,
this is done by adding up the optical duplicate counts of the map tasks. The actual
implementation of the parallel range-reduce takes care of creating reduction tasks for
combining the results of the map tasks while minimizing synchronization.

The second phase of the algorithm is also implemented as a parallel range-reduce,
but this one iterates over the duplicate origins. The map function defines what needs to
be done for a single origin. It executes a loop that does a pairwise comparison of its
duplicates to count the number of optical duplicates. The reduce function again
combines the counts from the map tasks. Finally, the counts from phase 1 and phase 2
are combined to create the total optical duplicate count.

The pseudo code we discussed here, both for the Picard/GATK 4 and elPrep 4
algorithms, gives a good idea of the general structure of their implementations, but it is
still a stark simplification of the actual code. It omits numerous details, for example
about other statistics that are calculated, or specific orderings that are enforced on the
reads before optical marking, and so on. All in all, the elPrep 4 implementation of
optical duplicate marking is around 650 lines of Go code versus a few thousand lines of
Java code in Picard/GATK 4.

2This form of map/reduce is different from Hadoop-style MapReduce [4], but has a long tradition in
functional programming [5] and is known to have efficient parallel implementations [6].
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func markOptica lDupl icates ( reads , o r i g i n s , th r e sho ld ) {
// phase 1
r e s u l t 1 := p a r a l l e l . Reduce (

reads ,
// map
func lambda ( read ) {

i f dup l i c a t e ( read ) :
o r i g i n = o r i g i n s [ read ]
o r i g i n . addDup( read )
i f c l o s e ( o r i g i n , read , th r e sho ld ) :

return 1
return 0

} ,
// reduc t ion
func lambda ( ctr1 , c t r 2 ) {

return c t r1 + ct r2
}

)
// phase 2
r e s u l t 2 := p a r a l l e l . Reduce (

o r i g i n s ,
// map
func lambda ( o r i g i n ) {

dups := o r i g i n . getDups ( )
c t r := 0
for i := 0 ; i < l en ( dups ) ; i++ {

read1 := dups [ i ]
for j := i +1; j < l en ( dups ) ; j++ {

read2 := dups [ j ]
i f read2 . o p t i c a l :

continue
i f read1 . T i l e != read2 . T i l e :

continue
i f c l o s e ( read1 , read2 , th r e sho ld ) :

read2 . o p t i c a l = true
c t r++

}
}
return c t r

} ,
// reduc t ion
func lambda ( ctr1 , c t r 2 ) {

return c t r1 + ct r2
}

)
return r e s u l t 1 + r e s u l t 2

}
Listing 2. Pseudo code for parallelized optical duplicate marking elPrep 4 (simplified).
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