
Simulations To Investigate Scoring Formulations 1 

We tested the following potential methods to quantify the difference between the observed and 2 

expected SFS distributions: the Kolmogorov-Smirnov (KS) test statistic, the Mann Whitney U 3 

test statistic, and the weighted mean difference between the distributions. For the weighted 4 

version we weighted the scores by the inverse of the minor allele frequencies.  5 

  6 

We used a forward-simulation framework to simulate different selection pressures on human 7 

populations. We found that the scoring formulation with the strongest correlation to the 8 

simulated selection coefficient was the weighted mean difference (Pearson’s r=0.97), with both 9 

KS and Mann-Whitney U close behind (Mann-Whitney U Pearson’s r=0.95, KS Pearson’s 10 

r=0.95). 11 

 12 

In theory, the final score should be divided by θ in order to account for differences of mutability. 13 

To assess this, we constructed a test to indicate whether dividing the score by θ would lead to a 14 

more stable score for regions in which the selection coefficients are equal but the mutation rate 15 

varies.  16 

 17 

We assessed this for the weighted mean difference scoring formulation across three selection 18 

coefficients: 0.25, 0.5, and 0.75. We found that for all assessed selection coefficients dividing by 19 

θ led to the lowest coefficient of variation (CV). For the selection coefficient of 0.25, the raw 20 

score CV was 0.54, while dividing by θ decreased the CV to 0.054. Similarly, for the selection 21 

coefficient of 0.5, the raw score CV was 0.56, while dividing by θ decreased the CV to 0.036. 22 

Finally, for the selection coefficient of 0.5, the raw score CV was 0.54, while dividing by θ 23 

decreased the CV to 0.051. 24 

 25 

Thus, we elected to use the weighted mean difference between points on the SFS, divided by θ. 26 


