S3 Appendix. Quality of fit and R^2 values

For predictions that use a fixed-effects modeling approach, there are three different R^2 values reported in the model summaries: multiple, adjusted, and predictive. Multiple R^2 is the R^2 value of the multiple regression model and calculated by
\[ 1 - \frac{SS_{res}}{SS_{tot}} \]
where \( SS_{res} \) is the sum of square of residuals, which is the summation of the difference between the predicted value by the model and the observed value, and \( SS_{tot} \) is the total sum of squares, which is the summation of the squares of differences between the actual value and the mean value. The difference between multiple and adjusted R^2 comes from the number of variables (k) in the prediction and the number of observations (N) in these variables such that R^2 value is adjusted to account for \( \frac{(N-1)}{(N-k-1)} \). In other words, multiple R^2 will improve when a variable is added to the prediction regardless of its significance to the model, but adjusted R^2 will account for model complexity and reflect the corrected measurement error, i.e., it may go up or go down depending on the variance explained by the new variable.

For predictions that use a mixed-effects modeling approach, there are four different R^2 values reported in the model summaries: marginal, conditional, fitted, and predictive.

Marginal and conditional are R^2 values for generalized mixed-effects models calculated using the `r.squaredGLMM` function of the `MuMIn` package that implements a method developed by Nakagawa and Schielzeth. Marginal R^2 provides the variance explained only by fixed effects and conditional R^2 provides the variance explained by the entire model, i.e., both fixed effects and random effects. Fitted R^2 is analogous to adjusted R^2 generalized for measuring explained variation in linear mixed-effects models.

The predictive R^2 values assess how well the selected models predict new observations by applying the leave-one-out cross-validation procedure, which is based on a re-sampling method. The predictive R^2 is derived from the Allen’s predicted residual error sum of squares (PRESS) statistics and used to determine the predictive quality of our models quantitatively since the traditional R^2 is not a good measure of predictive power.

Cross-validation is obtained by dividing the data set into n number of subsets. In each iteration, n – 1 number of subsets are combined together to train the model and the n_th subset which is left out is used to test the same model for estimating the true prediction error, enabling the evaluation of variation in the true error for an unbiased and accurate estimation. The train and test data sets use every data point, but not at the same time. For our study, for the number of data subsets, the extreme case is utilized: leave-one-out, which involves removing one data point (observation) iteratively from the data (i.e., n, the number of subset is equal to the number of observations (N)) and estimating the regression model’s true error.

For the calculation of the predictive R^2, let \( y_{ij} \) be the observed value for the \( i \)th sample at time \( j \), \( \bar{y} \) is the mean value for the \( i \)th sample, \( N \) is the number of samples, and \( \hat{\mu}^{(-i)}(t_j) \) is the predicted value for the \( i \)th sample at time \( j \) by the model that is fit using all samples excluding the \( i \)th sample. The PRESS value or PSE (predicted squared error) is first computed according to Eq S3.1 as follows.

\[
\frac{1}{N} \text{PRESS} = \text{PSE} = \frac{1}{N} \sum_{i,j} (y_{ij} - \hat{\mu}^{(-i)}(t_j))^2
\]

The total sum of squares is then calculated by Eq S3.2. In PRESS statistics, global average is used for the total sum of squares calculation. However; because each sample in our study has multiple measurements due to step-wise exposures, instead of global average, moving average is calculated for each sample and then the resulting deviations are summed together for the total sum of squares. This results in more precise...
predictive $R^2$ than that calculated with global average. It is to be noted that predictive $R^2$ values calculated using moving average were reported in the main manuscript, but values calculated by both methods were included here in model summary statistic tables for comparison purposes.

$$SS_{tot} = \sum_{i,j} (y_{ij} - \bar{y}_i)^2 \quad \text{(S3.2)}$$

And the predictive $R^2$ can be obtained by Eq (S3.3) as follows.

$$\text{Predictive } R^2 = 1 - \frac{PRESS}{SS_{tot}} = 1 - \frac{PSE}{\frac{1}{N}SS_{tot}} \quad \text{(S3.3)}$$

Predictive $R^2$ provides a more accurate measure of model prediction error owing to its re-sampling nature [8]. Other common techniques used to assess this prediction error, such as the adjusted $R^2$, can sometimes be misleading in the case of over-fitting, that is, where a high value of $R^2$ (or a low level prediction error) can be achieved with the applied model on the train data; however, applying the very same model to a new test data might result in a poorer prediction [9].
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