Analysis of practical identifiability of a viral infection model
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S3 Text

Implementation of robust estimation in ODE models. A viral load data set collected daily with ten replicates per day is generated. Outliers data points are added by sampling from a skew normal distribution which resulted in outliers different in one order of magnitude; both left- and right-skew outliers are considered, i.e., skew parameter $\alpha = \pm 10$. The robust estimation steps are then conducted as in [1]: (1) Obtain the parameter estimates using the Least squares (LS) method, scale the residuals with mean absolute deviation from the median (MAD); (2) Compute Huber weights [2] based on the scaled residuals; (3) Optimize model with weighted least squares (WLS) using Huber weights, compute new scaled residuals; (4) Iterate steps 2-3 until the maximum changes in Huber weights from one iteration to the previous is not greater than a small threshold, e.g., 0.05; (5) Repeat steps 2-4 but instead using Tukey’s bisquare weight function and a smaller convergence threshold, e.g., 0.01. The code skeleton can be found on-line at this link. There are high demands of computational cost but there is virtually no gain in parameter accuracy of the robust estimates compared to the normal LS estimates (Fig. T3).
Figure T3. Robust vs. least squares estimates. Robust and LS are tested on 2000 datasets with outliers. Mahalanobis distance from each set of parameters to the reference one is presented.
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