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Abstract

Collective intelligence (CI) is the ability of a group to solve a wide range of problems. Syn-

chrony in nonverbal cues is critically important to the development of CI; however, extant

findings are mostly based on studies conducted face-to-face. Given how much collaboration

takes place via the internet, does nonverbal synchrony still matter and can it be achieved

when collaborators are physically separated? Here, we hypothesize and test the effect of

nonverbal synchrony on CI that develops through visual and audio cues in physically-sepa-

rated teammates. We show that, contrary to popular belief, the presence of visual cues sur-

prisingly has no effect on CI; furthermore, teams without visual cues are more successful in

synchronizing their vocal cues and speaking turns, and when they do so, they have higher

CI. Our findings show that nonverbal synchrony is important in distributed collaboration and

call into question the necessity of video support.

Introduction

In order to survive, members of social species need to find ways to coordinate and collaborate

with each other [1]. Over a number of decades, scientists have come to study the collaboration

ability of collectives within a framework of collective intelligence, exploring the mechanisms

that enable groups to effectively collaborate to accomplish a wide variety of functions [2–6].

Recent research demonstrates that, like other species, human groups exhibit “collective

intelligence” (CI), defined as a group’s ability to solve a wide range of problems [2, 3]. As

humans are a more cerebral species, researchers have thought that their group performance

depends largely on verbal communication and a high investment of time in interpersonal rela-

tionships that foster the development of trust and attachment [7, 8]. However, more recent

research on collective intelligence in human groups illustrates that it forms rather quickly [2],

is partially dependent on members’ ability to pick up on subtle, nonverbal cues [9–11], and is

strongly associated with teams’ ability to engage in tacit coordination, or coordination without
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verbal communication [12]. This suggests that there is likely a so-called deep structure to CI in

human groups, with nonverbal and physiological underpinnings [12, 13], just as is the case in

other social species [14, 15].

Existing research suggests that nonverbal cues, and their synchronization, play an impor-

tant role in human collaboration and CI [10]. Nonverbal cues are those that encompass all the

messages other than words that people exchange in interactive contexts. Researchers consider

nonverbal cues more reliable than verbal cues in conveying emotion and relational messages

[16] and find that nonverbal cues are important for regulating the communication pace and

flow between interacting partners [17, 18]. The literature on interpersonal coordination

explores many forms of synchrony [19, 20], but the common view is that synchrony is

achieved when two or more nonverbal cues or behaviors are aligned [21, 22]. Social psychology

researchers traditionally study synchrony in terms of body movements, such as leg movements

[23], body posture sway [24, 25], finger tapping [26] and dancing [27]. These forms of syn-

chrony contribute to interpersonal liking, cohesion, and coordination in relatively simple tasks

[28, 29]. Synchrony in facial muscle activity [30] and prosodic cues such as vocal pitch and

voice quality [31–33] are of particular importance for the coordination of interacting group

members, as these facilitate both communication and interpersonal closeness. For example,

synchrony in facial cues has been consistently found to indicate partners’ liking for each other

and cohesion [30].

While humans in general tend to synchronize with others, interaction partners also vary in

the level of synchrony they achieve. The level of synchrony in a group can be influenced by the

qualities of existing relationships [34] but can also be influenced by the characteristics of indi-

vidual team members; for instance, individuals who are more prosocial [35] and more atten-

tive to social cues [10, 36] are more likely to achieve synchrony and cooperation with

interaction partners. And, consistent with the link between synchrony and cooperation, recent

studies demonstrate that greater synchrony in teams is associated with better performance

[37, 38].

Among the elements that nonverbal cues coordinate is spoken communication, particularly

conversational speaking turns, wherein partners regulate nonverbal cues to signal their inten-

tion to maintain or yield turns [39]. Conversational turn-taking has fairly primitive origins,

being observed in other species and emerging in infants prior to linguistic competence, and is

evident in different spoken languages around the world [40]. The equality with which interac-

tion partners speak varies, however, and those who do have more speaking equality consis-

tently exhibit higher collective intelligence [2, 11]. The negative effect of speaking inequality

on collective intelligence has been demonstrated both in face-to-face and online interactions

[11].

The majority of existing studies on synchrony were conducted in face-to-face environments

[20, 30, 41] and focused on the relationship between synchrony and cohesion. We have a lim-

ited understanding of how synchrony relates to collective intelligence, particularly when group

members are not collocated and collaborate on an ad hoc basis -a form of modern organization

that has become increasingly common [42, 43]. Given the exponential growth in the use of

technology to mediate human relationships [44, 45], an important question is whether syn-

chrony in common, nonverbal communication cues in face-to-face interaction, such as facial

expression and tone of voice, still plays a role in human problem-solving and collaboration in

mediated contexts, and how the role of different cues changes based on the communication

medium used.

Researchers and managers alike assume that the closer a technology-mediated interaction is

to face-to-face interaction–by including the full range of nonverbal cues (e.g., visual, audio,

physical environment)–the better it will be at fostering high quality collaboration [46–48]. The
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idea that having more cues available helps collaborators bridge distance is strongly represented

in both the management literature [49, 50] and lay theory [51]. However, some empirical

research suggests that visual cue availability may not always be superior to audio cues alone. In

the absence of visual cues, communicators can effectively compensate, seek social information,

and develop relationships in technology-mediated environments [52–55]. Indeed, in some

cases, task-performing groups find their partners more satisfactory and trustworthy in audio-

only settings than in audiovisual settings [56, 57], suggesting that visual cues may serve as dis-

tractors in some conditions.

Purpose of the study and hypotheses

The primary goal of this research is to understand whether physically distributed collaborators

develop nonverbal synchrony, and how variation in audio-visual cue availability during collab-

oration affects nonverbal synchrony and collective intelligence. Specifically, we test whether

nonverbal synchrony–an implicit signal of coordination–is a mechanism regulating the effect

of communication technologies on collective intelligence. Previous research defines nonverbal

synchrony as any type of synchronous movement and vocalization that involves the matching

of actions in time with others [23]. This study focuses on two types of nonverbal synchrony

that are particularly relevant to the quality of communication and are available through virtual

collaboration and interaction–namely, facial expression and prosodic synchrony. We hypothe-

size that in environments where people have access to both visual and audio cues, collective

intelligence will develop through facial expression synchrony as a coordination mechanism.

When visual cues are absent, however, we anticipate that interacting partners will reach higher

levels of collective intelligence through prosodic synchrony. It will also be interesting to see if

facial expression synchrony develops and affects collective intelligence even in the absence of

visual cues; if this occurs, it would suggest that this type of synchrony forms, at least in part,

based on similarity in partners’ internal reactions to shared experiences, versus simply as reac-

tions to partner’s facial expressions. If facial expression synchrony is important for CI only

when partners see each other, it would suggest that the expressions play a predominantly social

communication role under those conditions, and the joint attention of partners to these signals

is an indicator of the quality of their communication. To explore these predictions, we con-

ducted an experiment where we utilized two different conditions of distributed collaboration,

one with no video access to collaboration partners (Condition 1) and one with video access

(Condition 2) to disentangle how the types of cues available affect the type of synchrony that

forms and its implications for collective intelligence.

Method

Participant recruitment and data collection

Our sample included 198 individuals (99 dyads; 49 in Condition 1 and 50 in Condition 2). We

recruited 292 individuals from a research participation pool of a northeastern university in the

United States and randomly assigned into 146 dyads (59 in condition 1 and 87 in condition 2).

Due to technical problems with audio recording, ten dyads had missing audio data in Condi-

tion 1 and 37 dyads in Condition 2 resulting in 62% valid responses. To test for possible bias

introduced by missing data, we conducted independent sample t-tests to assess any differences

in demographics between the dyads retained and those we excluded due to technical difficul-

ties; no differences were detected (see S1 Appendix). All signed an informed consent form.

The average age in the sample was 24.82 years old (SD = 7.18 years); Ninety-six participants

(48.7%) were female. The ethnic composition of our sample was racially diverse: 6.6% from

different races, 50% Asian or Pacific, 33% White or Caucasian, 7% Black or African American,
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2.5% Latin or Hispanic. Carnegie Mellon University’s Institutional Review Board approved all

materials and procedures in our study. The participant in Fig 1 has provided a written

informed consent to publish their case details.

The procedure was the same in both conditions, except that in Condition 1 there was no

camera and participants could only hear each other through an audio connection. In Condi-

tion 2, participants could also see each other through a video connection. Both conditions had

approximately equal numbers of dyads in terms of gender composition (i.e., no female, one

female, only-female dyads). Each session lasted about 30 minutes. Members of each dyad were

seated in two separate rooms. After participants completed the pre-test survey independently,

they initiated a conference call with their partner. Participants logged onto the Platform for

Online Group Studies (POGS: pogs.mit.edu), a web browser-based platform supporting syn-

chronous multiplayer interaction, to complete the Test of Collective Intelligence (TCI) with

their partner [2, 11]. The TCI contained six tasks ranging from 2 to 6 minutes each, and

instructions were displayed before each task for 15 seconds to 1.5 minutes. At the end of the

test, participants were instructed to sign off the conference call. Participants were then com-

pensated and debriefed. The publication has created a laboratory protocol with DOI.

Measures

Collective intelligence. Collective intelligence was measured using the Test of Collective

Intelligence (TCI) completed by dyads working together. The TCI is an online version of the

collective intelligence battery of tests used by [2], which contains a wide range of group tasks

[11, 58]. The TCI was adapted into an online tool to allow researchers to administer the test in

a standardized way, even when participants are not collocated. Participants completed six

tasks representing a variety of group processes (e.g., generating, deciding, executing, remem-

bering) in a sequential order (see study’s protocol). To obtain collective intelligence scores for

all dyads, we first scored each of the six tasks and then standardized the raw task scores. We

then computed an unweighted mean of the six standardized scores, a method adapted from

Fig 1. This flowchart illustrates the methodology used to transform the raw data of each participant into individual

signals or measures from which synchrony and spoken communication features are calculated.

https://doi.org/10.1371/journal.pone.0247655.g001
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prior research on collective intelligence [58]. Cronbach’s alpha for the reliability of the TCI

scores was .81.

Facial expressions. We used OpenFace [59] to automatically detect facial movements in

each frame, based on the Facial Action Coding System (FACS). We categorized these facial

movements as positive (AU12 i.e., lip corner puller with and without AU6 i.e., cheek raiser),

negative (AU15 lip i.e., corner depressor and AU1 i.e., inner brow raiser and/or AU4 i.e., brow

lowerer) or other expressions (i.e., everything else in low occurrence that may be random).

Facial expression synchrony of the dyad is a variable encoding the synchrony between the

coded facial expression signals of the partners.

Prosodic features. Prosodic characteristics of speech contribute to linguistic functions

such as intonation, tone, stress, and rhythm. We used OpenSMILE [60] to extract 16 prosodic

features over time from the audio recording of each participant. These features included pitch,

loudness, and voice quality, as well as the frame-to-frame differences (deltas) between them.

We conducted principal components analysis with varimax rotation and used the first factor

extracted, which accounted for 55.87% of the variance in the data. The first factor included

four prosodic features: pitch, jitter, shimmer, and harmonics-to-noise ratio. Pitch is the funda-

mental frequency (or F0); jitter, shimmer, and harmonics-to-noise ratio are the three features

that index voice quality [61]. Jitter describes pitch variation in voice, which is perceived as

sound roughness. Shimmer describes the fluctuation of loudness in the voice. Harmonics-to-

noise ratio captures perceived hoarseness. Previous research has also identified these features

as important in predicting quality in social interactions [62]. All features were normalized

using z-scores to account for individual differences in range. Speaker diarization was not

needed, as the speech of each participant was recorded in separate files.

Nonverbal synchrony. Fig 1 illustrates how the raw data of each participant was trans-

formed to derive individual signals or measures. These individual signals or measures were then

used to calculate dyadic synchrony in facial expressions and prosodic features, speaking turn

inequality, and amount of overall communication. We computed synchrony in facial expres-

sions (coded as positive, negative, and other in each frame) and prosodic features between part-

ners for each dyad, using Dynamic Time Warping (DTW). DTW takes two signals and warps

them in a nonlinear manner to match them with each other and adjust to different speeds. It

then returns the distance between the warped signals. The lower this distance, the higher the

synchrony between members of the dyad. Hence, we reversed the signs of the DTW distance

measure to facilitate its interpretation as a measure of synchrony. We use DTW instead of other

distance metrics such as the Pearson correlation or simple Euclidean distance because DTW is

able to match similar behaviors of different duration that occur a few seconds apart, which better

captures the responsive, social nature of these expressions (see comparison in Fig 2) For both

facial expressions and prosodic features, we calculated synchrony across the six tasks of the TCI.

Spoken communication. We computed two features of spoken communication: speaking

turn inequality and the amount of overall spoken communication in the dyad. In order to

compute features related to the number of speaking turns, we first identified speaking turns in

audio recordings of each dyad. All audio frames for which Covarep [63] returned a voicing

probability over .80 were considered to contain speech. We extracted turns using the following

process [64]. First, only one person can hold a turn at a given time. Each turn passes from per-

son A to person B if person A stops speaking before person B starts. If person B interrupts per-

son A, then the turn only passes from A to B if A stops speaking before B stops. If person A

pauses for longer than one second, A’s turn ends. When both participants are silent for greater

than one second, no one holds the turn. We heuristically chose the threshold of one second,

since the pauses between most words in English are less than one second [64]. To measure

speaking turn inequality, we computed the absolute difference between the total number of
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turns of both partners in the dyad. To measure the amount of overall spoken communication,

we summed the total number of samples of speech (i.e., the amount of time each person spoke

with voicing probability >.80) of both partners in the dyad.

Social perceptiveness. At the beginning of the session, each participant completed the

Reading the Mind in the Eyes (RME) test to assess the participant’s social perceptiveness [65].

This characteristic gauges individuals’ ability to draw inferences about how others think or feel

based on subtle nonverbal cues. Previous research has shown that social perceptiveness

enhances interpersonal coordination [66] and collective intelligence [2, 11]. The test consists

of 36 images of the eye region of individual faces. Participants were asked to choose among

possible mental states to describe what the person pictured was feeling or thinking. The

options were complex mental states (e.g., guilt) rather than simple emotions (e.g., anger). Indi-

vidual participants’ scores were averaged for each dyad. We controlled for social perceptiveness

in our analyses predicting CI, because it is a consistent predictor of collective intelligence in

prior work.

Demographics. We also collected demographic attributes such as race, age, education,

and gender for each participant. As our level of analysis was the dyad, we calculated race simi-

larity, age and education distance, and number of females in the dyad.

Results

Table 1 provides bi-variate correlations among study variables and descriptive statistics. We

first examined whether collective intelligence differs as a function of video availability. An

Fig 2. Dynamic Time Warping (DTW) is a better measure of behavioral synchrony than Euclidean distance

because it is able to match similar behaviors of different duration that occur a few seconds apart.

https://doi.org/10.1371/journal.pone.0247655.g002

PLOS ONE Collective intelligence and non-verbal synchrony

PLOS ONE | https://doi.org/10.1371/journal.pone.0247655 March 18, 2021 6 / 14

https://doi.org/10.1371/journal.pone.0247655.g002
https://doi.org/10.1371/journal.pone.0247655


independent samples t-test comparing our two experimental conditions (no video vs. video)

revealed that there was not a significant difference in the observed level of collective intelli-

gence (MVideo = -.07, SDVideo = .64; MNoVideo = .08, SDNoVideo = .53; t(97) = -1.23, p = .22). Fur-

ther, and surprisingly, the level of synchrony in facial expressions was also not significantly

different between the two conditions; dyads with access to video did not synchronize facial

expressions more than dyads without access to video (MVideo = -7614.80, SDVideo = 3472.92;

MNoVideo = -7248.58, SDNoVideo = 3167.11;t(97) = -.55, p = .56). By contrast, the difference in

prosodic synchrony between the two conditions was significant; prosodic synchrony was sig-

nificantly higher in dyads without access to video (MVideo = -.32, SDVideo = 1.18; MNoVideo =

.26, SDNoVideo = .72; t(97) = -2.95, p = .004).

Finally, partners’ number of speaking turns were significantly less equally distributed in

dyads with video than in dyads with no video (speaking turn inequality MVideo = 26.31, SDVideo

= 22.96; MNoVideo = 9.14, SDNoVideo = 5.63; t(97) = 5.13, p = .000).

We further examined whether synchrony affects CI differently depending on the availability

of video. Though collective intelligence did not differ with access to video, nor did the level of

facial expression synchrony achieved, we found that synchrony in facial expressions positively

predicted collective intelligence only in the video condition (see Fig 3; the unstandardised coef-

ficient for the conditional effect = .0001, t = 2.70, p = .01, bias-corrected bootstrap confidence

intervals were between.0000 and.0001, suggesting that when video was available, facial expres-

sions play more of a social role and partners jointly attend to them. Furthermore, social percep-

tiveness significantly predicted facial expression synchrony in the video condition (r = .31, p =

.03), consistent with previous research [10], but not in the no video condition (r = -.17, p = .25).

In addition, in the sample overall we found a main effect of prosodic synchrony on CI; con-

trolling for covariates, prosodic synchrony significantly and positively predicted CI (b = .29,

p = .003). We wondered why prosodic synchrony was higher in the no video condition, so

we explored other qualities of the dyads’ speaking patterns, particularly the distribution in

Table 1. Correlation matrix for study variables and descriptive statistics.

1 2 3 4 5 6 7 8 9 10 11

1. Collective intelligence

2. Facial expression synchrony .16

3. Prosodic synchrony .29�� .02

4. Speaking turn inequality -.13 .10 -.35��

5. Overall spoken communication -.24� -.05 -.10 -.11

6. Video condition -.12 -.05 -.28�� .46�� -.16

7. Social perceptiveness .33�� .08 .02 .03 .02 -.04

8. Female number .15 .04 .07 .00 -.09 .00 .20�

9. Age distance -.15 -.04 -.04 .16 -.06 .36�� -.18 -.12

10. Ethnic similarity -.02 -.09 .00 -.02 .08 .05 -.22� -.00 -.03

11. Education distance -.18 .10 -.19 .05 -.08 .05 -.19 -.00 .25� .09

Minimum -1.64 -27428 -3.26 0 214221 0 17.5 0 0 0 0

Maximum 1.35 -1617 1.63 82 16575414 1 32.5 2 49 4 4

Mean .00 -7789.28 0 17.47 6765098.17 - 26.25 .98 5.64 .36 1.25

SD .58 4206.59 1 18.44 3520702.91 - 2.78 .83 7.59 .48 1.14

Note:
�p<.05;

�� p <.01; N = 99 dyads.

https://doi.org/10.1371/journal.pone.0247655.t001
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speaking turns which, as discussed earlier, is an aspect of communication shown to be an

important predictor of CI in prior studies [2, 11]. Speaking turn inequality negatively pre-

dicted prosodic synchrony, controlling for covariates (b = -.35, p = .001). Mediation analyses

showed that speaking turn inequality mediated the relationship between video condition and

prosodic synchrony (effect size = .26, and the bias-corrected bootstrap confidence intervals are

between.05 and.44). To test the causal pathway from video access to speaking turn inequality

to prosodic synchrony to collective intelligence, we formally tested a serial mediation model.

The serial mediation was significant (effect size = .05, and the bias-corrected bootstrap confi-

dence intervals are between -.09 and -.018 (see Fig 4).

That is, video access leads to greater speaking turn inequality and, in turn, decreases the

dyad’s prosodic synchrony, which then decreases the dyad’s collective intelligence (see also

Table 2). Note here that an analysis of reverse causality, predicting the speaking turn inequality

from prosodic synchrony, was not supported as an alternative explanation.

Fig 3. Interaction effects of facial expression synchrony and video access condition on collective intelligence.

https://doi.org/10.1371/journal.pone.0247655.g003

Fig 4. Serial mediation analysis of the effect of video access on collective intelligence.

https://doi.org/10.1371/journal.pone.0247655.g004
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Discussion

We explored what role, if any, video access to partners plays in facilitating collaboration when

partners are not collocated. Though we found no direct effects of video access on collective

intelligence or facial expression synchrony, we did find that in the video condition, facial

expression synchrony predicts collective intelligence. This result suggests that when visual

cues are available it is important that interaction partners attend to them. Furthermore, when

video was available, social perceptiveness predicted facial synchrony, reinforcing the role this

individual characteristic plays in heightening attention to available cues. We also found that

prosodic synchrony improves collective intelligence in physically separated collaborators

whether or not they had access to video. An important precursor to prosodic synchrony is the

equality in speaking turns that emerges among collaborators, which enhances prosodic syn-

chrony and, in turn, collective intelligence. Surprisingly, our findings suggest that video access

may, in fact, impede the development of prosodic synchrony by creating greater speaking turn

inequality, countering some prevailing assumptions about the importance of richer media to

facilitate distributed collaboration.

Our findings build on existing research demonstrating that synchrony improves coordina-

tion [30, 33] by showing that it also improves cognitive aspects of a group, such as joint

Table 2. Summary of regression analyses for serial mediation.

Dependent Variable: Speaking turn inequality coefficient se t p 95% Confidence Intervals

Lower Bound Upper Bound

constant -.88 .91 -.97 .33 -2.69 .92

Social perceptiveness .02 .03 .59 .55 -.04 .08

Female number -.01 .11 -.14 .88 -.24 .20

Overall spoken communication -.03 .09 -.38 .69 -.22 .15

Video condition .92 .18 4.95 .00 .55 1.29

R2 = .21, F(4,94) = 6.53, p = .001

Dependent Variable: Prosodic synchrony coefficient se t p 95% Confidence Intervals

Lower Bound Upper Bound

constant -.79 .94 -.83 .40 -2.67 1.08

Social perceptiveness .00 .03 .16 .87 -.06 .07

Female number .06 .11 .54 .58 -.16 .29

Overall spoken communication -.16 .09 -1.67 .09 -.35 .03

Video condition -.36 .21 -1.70 .09 -.79 .06

Speaking turn inequality -.28 .10 -2.63 .00 -.49 -.07

R2 = .17, F(5,93) = 3.85, p = .003

Dependent Variable: Collective intelligence coefficient se t p 95% Confidence Intervals

Lower Bound Upper Bound

constant -1.90 .52 -3.63 .00 -2.95 -8.64

Social perceptiveness .06 .01 3.51 .00 .02 .10

Female number .02 .06 .45 .64 -.09 .15

Overall spoken communication -.14 .05 -2.58 .01 -.25 -.03

Video condition -.06 .12 -.54 .58 -.30 .17

Speaking turn inequality -.03 .06 -.63 .52 -.16 .08

prosodic synchrony .12 .05 2.23 .02 .01 .24

R2 = .25, F(6,92) = 5.23, p =.001

Note. N = 99 dyads; Video condition coded as 1, No video condition coded as 0.

https://doi.org/10.1371/journal.pone.0247655.t002
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problem-solving and collective intelligence in distributed collaboration. Much of the previous

research on synchrony has been conducted in face-to-face settings. We offer evidence that

nonverbal synchrony can occur and is important to the level of collective intelligence in dis-

tributed collaboration. Furthermore, we demonstrate different pathways through which differ-

ent types of cues can affect nonverbal synchrony and, in turn, collective intelligence. For

example, prosodic synchrony and speaking turn equality seem to be important means for reg-

ulating collaboration. Speaking turns are a key communication mechanism operating in social

interaction by regulating the pace at which communication proceeds, and is governed by a set

of interaction rules such as yielding, requesting, or maintaining turns [18]. These rules are

often subtly communicated through nonverbal cues such as eye contact and vocal cues (e.g.,

back channels), altering volume and rate [18]. However, our findings suggest that visual non-

verbal cues may also enable some interacting partners to dominate the conversation. By con-

trast, we show that when interacting partners have audio cues only, the lack of video does not

hinder them from communicating these rules but instead helps them to regulate their conver-

sation more smoothly by engaging in more equal exchange of turns and by establishing

improved prosodic synchrony. Previous research has focused largely on synchrony regulated

by visual cues, such as studies showing that synchrony in facial expressions improves cohesion

in collocated teams [30]. Our study underscores the importance of audio cues, which appear

to be compromised by video access.

Our findings offer several avenues for future research on nonverbal synchrony and human

collaboration. For instance, how can we enhance prosodic synchrony? Some research has

examined the role of interventions to enhance speaking turn equality for decision making

effectiveness [67]. Could regulating conversational behavior increase prosodic synchrony?

Furthermore, does nonverbal synchrony affect collective intelligence similarly in larger

groups? For example, as group size increases, a handful of team members tend to dominate the

conversation [68] with implications for spoken communication, nonverbal synchrony, and

ultimately collective intelligence. Our results also underscore the importance of using behav-

ioral measures to index the quality of collaboration to augment the dominant focus on self-

report measures of attitudes and processes in the social sciences, because collaborators may

not always report better collaborations despite exhibiting increased synchrony and collective

intelligence [2, 10]. Our study has limitations, which offer opportunities for future research.

For example, our findings were observed in newly formed and non-recurring dyads in the lab-

oratory. It remains to be seen whether our findings will generalize to teams that are ongoing or

in which there is greater familiarity among members, as in the case of distributed teams in

organizations. We encourage future research to test these findings in the field within organiza-

tional teams.

Overall, our findings enhance our understanding of the nonverbal cues that people rely on

when collaborating with a distant partner via different communication media. As distributed

collaboration increases as a form of work (e.g., virtual teams, crowdsourcing), this study sug-

gests that collective intelligence will be a function of subtle cues and available modalities.

Extrapolating from our results, one can argue that limited access to video may promote better

communication and social interaction during collaborative problem solving, as there are fewer

stimuli to distract collaborators. Consequently, we may achieve greater problem solving if new

technologies offer fewer distractions and less visual stimuli.
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