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Abstract

Although high degrees of reliability have been found for many types of forecasts purportedly

due to the existence of accountability, public forecasts of technology are rarely assessed

and continue to have a poor reputation. This paper’s analysis of forecasts made by MIT’s

Technology Review provides a rare assessment and thus a means to encourage account-

ability. It first shows that few of the predicted “breakthrough technologies” currently have

large markets. Only four have sales greater than $10 billion while eight technologies not pre-

dicted by Technology Review have sales greater than $10 billion including three with greater

than $100 billion and one other with greater than $50 billion. Second, possible reasons for

these poor forecasts are then discussed including an over emphasis on the science-based

process of technology change, sometimes called the linear model of innovation. Third, this

paper describes a different model of technology change, one that is widely used by private

companies and that explains the emergence of those technologies that have greater than

$10 billion in sales. Fourth, technology change and forecasts are discussed in terms of cog-

nitive biases and mental models.

1. Introduction

Many types of forecasts have a high degree of reliability in terms of confidence levels and cali-

bration [1]. Research has found that meteorologists [2], bridge players [3], and others [4][5][6]

[7] are well calibrated in terms of confidence. Similarly, a recent study of intelligence forecast-

ers found that their forecasts explained 76% of the variance in geopolitical outcomes [8], a

much better outcome than previous research [9]. The better forecasts are purportedly due to

greater accountability [8].

Accountability is also an important part of forecasts made by private companies in a

market economy. Private companies must make choices, many of these choices implicitly

involve forecasts [8][1], and investors will punish private companies for bad choices [10].

Some organizational choices involve technologies and these choices also imply forecasts.

Choosing a new technology implies a positive forecast while sticking with an old one implies

a negative forecast. Similar arguments can be made for R&D budgets, investment plans, and
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product introductions where choices about specific technologies imply forecasts about them

[11][12].

Investors reward companies that make good choices, i.e., forecasts, about new technolo-

gies. Apple’s high market capitalization reflects its successful introduction of MP3 players,

smart phones, and tablet computers, all of which imply successful forecasts. Similar conclu-

sions can be drawn from Amazon’s entry into eBooks, eReaders, and cloud computing,

Facebook’s entry into social networking, video advertisements, and smart phone apps, and

the evolution of IBM’s product lines over the last 100 years. Furthermore, some managers

make better forecasts than do other managers because they can “look forward and reason

back” [13] in order to identify new technologies and develop better strategies for them.

David Yoffie and Michael Cusumano [13] concluded that doing this is a critical skill for

managers such as Bill Gates, Steve Jobs, and Andy Grove. Throughout their careers, these

three managers could look forward and identify trends, including necessary changes in

products and services, and then reason back to develop appropriate strategies for the prod-

ucts and services.

On the other hand, public forecasts of technology have been heavily criticized [14][15] [16]

with some exceptions [17], in spite of their clear importance. Decision makers in governments,

universities, and other public organizations need access to good forecasts to make good deci-

sions about new technologies. Governments must allocate funds to R&D [11][12], universities

must choose which technologies to pursue, and cities must determine how to proceed with

new infrastructure such as smart cities. This suggests that better technology forecasting is

needed and a first step is an assessment of existing forecasts to provide more accountability, to

understand the cognitive biases associated with public technology forecasts, and to propose

better ways to make forecasts.

Cognitive biases are a major reason for poor forecasts and poor decision making in general.

People have biases partly because they use heuristics to deal with a complicated world [18] and

they are often over confident and miscalibrate their degree of confidence [19]. For example,

people assess the relative importance of issues, including new technologies, by the ease of

retrieving them from memory [20], this causes them to be optimistic about technologies that

are regularly discussed by their peers or the mass media. Others may be biased towards a single

factor and thus focus too much on this factor, rather than consider a wide variety of factors

when forecasting technology or something else [1]. These biases often become stronger in

groups in which there is strong pressure for conformity [15] [16] [21].

This paper assesses predictions of breakthrough technologies made by MIT’s Technology
Review between 2001 and 2005 and it explains the (poor) forecasts in terms of cognitive biases

particularly those associated with technology change. The next section summarizes the sources

and methods of analyzing the data. The third section presents the current sizes of the markets

for the technologies predicted and missed by MIT’s Technology Review. The fourth section

interprets these results and possible reasons for the poor forecasts including an over emphasis

on the science-based process of technology change, sometimes called the linear model of inno-

vation. The over emphasis on the science-based process of technology change is a form of cog-

nitive bias that comes from an emphasis on science in universities. The fifth section discusses

an alternative model of technology change that is widely used by private companies, that

explains the successful predictions by Technology Review and those missed by Technology
Review, and that is consistent with one relatively successful technology forecast [17][22]. The

sixth section discusses the theoretical and practical implications of searching for commercially

viable technologies including cognitive biases, mental models and technological choices,

including those for smart cities.

Assessing public forecasts to encourage accountability
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2. Methods

Predicted breakthrough technologies were acquired from MIT’s Technology Review, which

provides news and analysis of new technologies. In the words of Technology Review, “the mis-

sion of (this publication) is to equip its audiences with the intelligence to understand a world

shaped by technology” [23]. It does this with regular articles on technology, suppliers of tech-

nology, and to a lesser extent with forecasts of breakthrough technologies each year.

Technology Review chose 10 technologies in 2001 as predicted breakthrough technologies,

and each year since 2003, most of which are related to electrical, computer, and bio-engineer-

ing. Or in its words, “We have chosen 10 emerging areas of technology that will soon have a

profound impact on the economy and on how we live and work” [24] and this definition con-

tinues to be used. The predictions included a one-page description of the technology, which

included the underlying science and its leading university researchers. These predictions were

based on the editors’ discussions with experts in various technologies. Or in the words of Tech-
nology Review, these predictions were based on the “educated predictions of our editors (made

in consultation with some of the technology’s top experts)” [24]. The emphasis on university

researchers in the one-page descriptions suggests that these experts are university professors

and researchers.

The success of these predictions is assessed by analyzing the current size of the markets. For

breakthrough technologies to have a “profound impact on the economy and on how we live

and work,” successful ones should have large market sizes. One definition of “breakthrough

innovation” also emphasize market size, but uses the term consumption pattern; the full defi-

nition is “novel, unique, or state-of-the-art technological advances in a product category that

significantly alter the consumption patterns of a market” [25]. The first half of this definition

sounds like large changes in concepts and architectures, which is the standard definition of

radical innovations [26], while the second half sounds like market size.

The current market sizes for the predictions made in 2001, 2003, 2004, and 2005 were ana-

lyzed to determine the impact that the predicted breakthrough technologies are having on the

economy. Market sales data were gathered from market forecasting companies that provide

a combination of historical and forecasted data for all applications of the technology. This

paper’s analysis was careful to avoid forecasted data and gather only historical data usually

from summaries of the reports. These forecasting companies include BCC Research, Research

and Markets, Markets and Markets, Gartner, and Global Industry Analysts. After organizing

the predictions by market size, this paper’s analysis then checked whether the market sizes

were significantly higher for the older than newer predictions and thus whether markets for

the newer predictions might grow rapidly in the near future.

The summaries of the market reports were found by using Google’s search engine. The

name of the technology along with the terms “market size” and “sales” were used in the search

engine. If the search results did not reveal any links to market reports, the names of the tech-

nologies were modified to increase the chances of finding a relevant report. The full list of

search terms is shown in Appendix A in S1 File. These terms were found in Technology
Review’s one-page descriptions and benefited from the author’s knowledge of technologies.

For example, although Technology Review used the term “power grid control” in its predictions

of a breakthrough technology, searching for the term “smart grid” found much more data and

this is an example of a successful prediction by Technology Review. Similarly, the term “big

data” was searched for in place of “data mining” and this also resulted in much more informa-

tion being found. In all cases, the market size data depended on the market reports.

For the biology-related technologies, the analysis partly relied on input from a bio-engi-

neering colleague. He provided help on the definitions of the technologies, their descriptions

Assessing public forecasts to encourage accountability
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and compositions, the terms to use in a Google search for market reports, and whether the

market sizes found in the reports made sense.

In general, when definitions were uncertain, this paper’s analysis either erred on the side of

larger market sizes or excluded the technology from the analysis. The first criteria for exclud-

ing a technology was whether market data could be found. If no data could be found, the ques-

tion was whether the size of the market was actually zero or because the term is not specific

enough for market report companies to define products, services, and the market sizes for

them. This paper chose to error on the latter side and attempted to understand if a technologi-

cal term might be too broad for market research companies to gather and present data.

One type of evidence of an overly broad term is that the technology had been used long

before the Technology Review forecast was done. For example, the terms mechatronics, soft-

ware assurance, enviromatics, and robot design refer to broad sets of techniques that existed

long before Technology Review made its forecasts and both the terms and their descriptions are

not specific enough to distinguish between the old techniques and any new ones. Electronics

started replacing electromechanical controls in the 1980s and thus mechatronics has existed

for decades. Software assurance has been done since the early years (1950s and 1960s) of the

software industry. Sensors (e.g., temperature, pressure) have been used to monitor our envi-

ronment for centuries and thus enviromatics has existed for just as long. Robots and other

mechanical products have been designed with computers since the 1980s and thus the term

robot design is far too vague to define products and services.

Even if the term had not been used for decades, it still might be too broad for relevant mar-

ket reports to exist. For example, relevant market reports did not emerge from a search of “uni-

versal translation” or the terms used in Technology Review’s one page-description; these terms

include mathematical models and natural language processing. Relevant market reports did

not emerge from a search of “Bayesian machine learning” or other terms used by Technology
Review such as “probabilistic approaches” in combination with “computer programming.” Rel-

evant market reports also did not emerge from a search of “untangling code” or other terms

used by Technology Review such as “aspect oriented,” “adaptive programming,” or “subjective

programming.” These terms do not have the specificity sufficient to define products and ser-

vices and thus for market forecasting companies to estimate their market size.

Successful breakthrough technologies that were not predicted by Technology Review were

also analyzed to contrast their market sizes with those technologies chosen by Technology
Review. This paper focused on technologies that had not achieved growth when Technology

Review made its forecasts between 2001 and 2005 and whether the technology had more than

$10 billion in revenues by 2015. If it had growth when the forecast was made, then there is

probably little uncertainty about its success and thus it should not be considered a missed tech-

nology by Technology Review.

The length of time a technology was known or the degree to which it was known are not

important issues. Forecasts usually include well-known technologies that have undergone

research for many years. For example, Technology Review chose brain-machine interface, dig-

ital rights management and biometrics in 2001 and these technologies had been researched for

more than 30 years before the predications were made in 2001. An even better example is

nuclear fusion. First conceived as a power source in the 1920s and the most widely used design

(Tokamak) was created in the 1950s, it still elicits optimism among many scientists and engi-

neers and it should be considered by technology forecasts.

Potential technologies were found in the business press including the Wall Street Journal
and the Economist and they are not meant to be a complete list of recently successful break-

through technologies. The purpose is to demonstrate that Technology Review missed a greater

number of successful technologies (i.e., breakthrough technologies) than they predicted. Sales

Assessing public forecasts to encourage accountability
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data was collected for 2015 as is data on when a new technology began to achieve growth. As

with the breakthrough technologies predicted by Technology Review, sales data were taken

from market research reports and the reports were found using Google’s search engine. Infor-

mation about whether there was market growth by 2003 was also found with Google’s search

engine and this often involved assessing whether a technology was introduced by 2003 in the

form that eventually succeeded. Introduction is a more stringent criterion than is growth since

it comes after introduction. The year 2003 was chosen because it is halfway between 2001 and

2005.

3. Results

The technologies chosen as breakthrough technologies by MIT’s Technology Review between

2001 and 2005 are listed in Table 1. The market sizes for these technologies are summarized in

Table 2 and the references for the market sizes are listed in Appendix B in S1 File. One pre-

dicted breakthrough (Data Mining) has greater than $100 billion in sales, three have between

$10 and $49 billion) (power grid control, biometrics, distributed storage), one has sales

between $5 and $10 Billion (micro-photonics), six have sales between $1 and $10 Billion, 8

have sales between $100 million and $1 Billion, and 14 have sales less than $100 million. Most

Table 1. Breakthrough technologies predicted by MIT’s Technology Review between 2001 and 2005.

2001 2003 2004 2005

Brain-Machine Interface: Wireless Sensor Networks Universal Translation Airborne Networks

Flexible Transistors Injectable Tissue Engineering Synthetic Biology Quantum Wires

Data Mining Nano Solar Cells Nanowires Silicon Photonics

Digital Rights Management Mechatronics T-Rays Metabolomics

Biometrics Grid computing Distributed Storage Magnetic-Resonance Force Microscopy

Natural Language Processing Molecular imaging RNAi Interference Universal Memory

Microphotonics Nanoprint lithography Power Grid Control Bacterial Factories

Untangling Code Software assurance Microfluidic Optical Fibers Enviromatics

Robot Design Glycomics Bayesian Machine Learning Cell-Phone Viruses

Microfluidics Quantum cryptography Personal Genomics Biomechatronics

https://doi.org/10.1371/journal.pone.0183038.t001

Table 2. Market sizes for predicted technologies.

Market Size Technologies

>$100 Billion (1) Data Mining (Big Data)

$50–$100 Billion

$10–$50 Billion (3) Power grid control (Smart Grids), Biometrics, Distributed Storage,

$5–$10 Billion (2) Micro-photonics, RNAi Interference,

$1–$5 Billion (6) Grid computing, Molecular imaging, Synthetic Biology, Digital Rights

Management, Natural Language Processing, Microfluidics

$100 Million—$1

Billion

(7) Wireless Sensor Networks, Metabolomics, Flexible Transistors, Personal

genomics, Quantum cryptograp3hy, Silicon Photonics, Brain-Machine Interface,

< $100 Million (14), T-Rays, Quantum Wires, Universal Memory, Injectable Tissue Engineering,

Nano Solar Cells, Nanowires, Microfluidic Optical Fibers, Airborne Networks,

Magnetic-Resonance Force Microscopy, Cell-Phone Viruses, Robot Design,

Glycomics, biomechatronics. Nanoprint lithography,

Too Broad to

Analyze

(7) Mechatronics, Enviromatics, software assurance, universal translation, Bayesian

machine learning, untangling code, bacterial factories

Sources: See Appendix B in S1 File for sources of data.

https://doi.org/10.1371/journal.pone.0183038.t002
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of these sales are for the year 2015. For seven of the technologies (Mechatronics, Enviromatics,

software assurance, universal translation, Bayesian machine learning, untangling code, bacte-

rial factories), neither sales data nor discussion of them, as they were defined by Technology
Review could be found. Thus, these seven were excluded from the analysis and it is concluded

that the terms were too vague or broad in their scope.

One question is whether the markets are larger for the earlier than the later predictions, and

thus will the markets for the earlier predictions grow quickly in the next few years. The data

shown in Table 3 suggests that this is partly the case. Three of the six largest markets and six of

the 12 largest markets are for technologies that were predicted in 2001. Looking at the technol-

ogies with small markets, the number of technologies with market sizes under $1Billion

increased from 4 in 2001 to 10 in 2003, 6 in 2004 and 10 in 2005. However, the numbers for

2001 and 2004 are not that different. Furthermore, even for 2001 and 2003, excluding the three

predicted breakthroughs that had too vague or broad of meanings to gather data, 8 of the 17

remaining predicted breakthrough technologies have sales of less than $1 Billion and only

three have sales greater than $5 Billion.

Perhaps more importantly, Technology Review missed many important technologies that

were introduced after 2003, that currently have global market sizes greater than $10 billion,

and that have never made Technology Review’s list of breakthrough technologies, even after

2005 (See Table 4). Smart phones had a market of $400 billion, cloud computing had $175 bil-

lion, Internet of Things had $130 billion, tablet computers had $60 billion, and four others had

between $10 billion and $24 billion (social networking, fintech, eBooks, and wearable comput-

ing). These technologies have had a “profound impact on the economy and on how we live

and work, which is the definition used by Technology Review to choose breakthrough technolo-

gies. Each of these missed technologies also involved large changes in the concepts and archi-

tectures and thus could be defined as radical [25] or breakthrough innovations [24].

Interestingly, the only technologies related to smart phones that were chosen by Technology
Review were cell-phone viruses in 2005 and ultra-private smart phones in 2014. This is

although smart phones are currently mentioned almost daily by most business magazines such

as the Wall Street Journal and the Financial Times. They have enabled many other businesses

to emerge such as ride sharing, fintech, and mobile commerce, and their most profitable sup-

plier (Apple) has had the highest market capitalization each year since 2012.

4. Interpretation

Why were MIT Technology Review’s forecasts so poor? They were much less accurate than

recently analyzed strategic intelligence forecasts [8]. They were also not as accurate as the tech-

nology forecasts made by Herman Kahn and Anthony Wiener in 1967 [22] that were analyzed

in a 2002 paper [17]. More than 40% of the predictions made by Kahn and Wiener were

Table 3. Market sizes vs. year of predictions.

2001 2003 2004 2005

>$100B 1 >$100B

$10-49B 1 2 $10-49B

$5-10B 1 1 $5-10B

$1-5B 3 2 1 $1-5B

$100M-1B 2 2 1 2 $100M-1B

<$100M 1 4 3 6 <$100M

unknown 1 2 2 2 unknown

https://doi.org/10.1371/journal.pone.0183038.t003
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judged to have become successful while only four of the 40 (10%) predicted breakthroughs

achieved more than $10 Billion in sales.

One possible explanation for the bad forecasts is lack of accountability, which has been

shown to improve predictions in many ways [4][5][6][7]. Most recently, it was concluded that

accountability was the key to strategic intelligence forecasts [8]. For Technology Review’s pre-

dictions, perhaps the long-time frames have made it difficult to analyze the market growth of

the predicted breakthroughs and provide feedback to the predictors. If so, this paper can pro-

vide feedback.

A second possible explanation is that not enough time has passed and thus we cannot judge

the predictions made by Technology Review. This begs the question of how long of a time

frame should be used and of whether a time frame longer than 10 to 15 years, which was used

in this paper, is useful. As a timeframe increases past ten years, the usefulness of a forecast

declines. Presumably the forecasts are supposed to help make better decisions about the tech-

nologies to fund, study, and understand, and a time frame longer than 10 (or 15) years would

be too long for most of us. Furthermore, the fact that Technology Review missed smart phones,

cloud computing, Internet of Thingstablet computers, social networking, fintech, eBooks, and

wearable computing is probably a bigger problem than the fact that the markets for Technology
Review’s predictions are small. If forecasters can’t get things right in a short-time frame, how

can they get things right in a longer-time frame? Using a longer time frame will not solve this

problem.

A third possible explanation is that MIT’s Technology Review used a different definition of

breakthrough technologies than this paper used to assess the forecasts. Perhaps its words, “a

profound impact on the economy and on how we live and work” [22], which it still uses, refers

to something different than large market size. Maybe “a profound effect” refers to the degree

of change in the technologies, their indirect impact on other technologies, or the use of science

Table 4. Successful technologies missed by MIT’s Technology Review.

Technology First Introduced Sources Market Size

(2015)

Sources

Smart Phones iPhone in 2007 s://www.engadget.com/2007/11/21/kindle-sells-out-

in-two-days/

$400 Billion https://www.statista.com/statistics/237505/

global-revenue-from-smartphones-since-

2008/

Cloud

Computing

Amazon from

2006

https://en.wikipedia.org/wiki/Cloud_computing $175 billion http://www.gartner.com/newsroom/id/

3188817

(does not include storage)

Internet of

Things

“IoT born

between 2008,

2009”

http://www.cisco.com/c/dam/en_us/about/ac79/docs/

innov/IoT_IBSG_0411FINAL.pdf

$130 billion http://www.postscapes.com/internet-of-things-

market-size/

Tablet

Computers

First iPad, 2010 http://blog.seattlepi.com/microsoft/2010/03/22/the-

ipad-tablet-pc-market-defined/

$60 billion http://www.idc.com/getdoc.jsp?containerId=

prUS25867215

Social

Networking

Facebook, 2004 https://www.wsj.com/articles/

SB118539991204578084

$23.6 billion http://blog.hubspot.com/customers/2016-paid-

social-media-advertising-almost-took-over-

the-world

Fintech P2P lending,

2005

http://fintechnews.sg/3518/crowdfunding/asias-top-

7-peer-peer-lending-platforms/

$20 billion http://investingnews.com/daily/tech-investing/

fintech-investing/fintech-market-size-a-

breakdown-of-the-basicssub/

eBooks Kindle, 2007 https://www.engadget.com/2007/11/21/kindle-sells-

out-in-two-days/

$14.5 billion

(only U.S.)

http://newsbreaks.infotoday.com/

NewsBreaks/Ebooks-in-2015-Trends-and-

Forecasts-Part-1-101446.asp

Wearable

Computing

Fitbit, 2007 https://www.wareable.com/fitbit/youre-fitbit-and-you-

know-it-how-a-wooden-box-became-a-dollar-4-billion-

company

$13.8 billion http://www.postscapes.com/internet-of-things-

market-size/

https://doi.org/10.1371/journal.pone.0183038.t004
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of the technologies? This seems unlikely, however, for many reasons. The technologies missed

by Technology Review also involved large changes in the technology and thus they would be

defined as breakthrough innovations [25] or as radical innovations [26]. A large indirect

impact would also have been picked up by the keyword search, and yet articles discussing this

indirect impact were not found. And if Technology Review meant “breakthrough research,”

“breakthrough science,” “breakthrough idea,” or something else, it should have used these

words instead of “breakthrough technologies” and “profound impact on the economy.”

Bluntly speaking, the term “breakthrough technology” implies a product or service and the

term “profound impact on the economy” implies a monetary measure of market size. Suggest-

ing that Technology Review meant something different than they wrote implies that Technology
Review has misled its readers, an accusation that this paper is by no means making. This paper

assumes that Technology Review meant technologies and the market size of those technologies

when it used the terms “breakthrough technologies” and profound impact on the economy.”

A fourth and more likely reason for the bad forecasts is cognitive biases. Since people assess

the relative importance of issues, including new technologies, by the ease of retrieving them

from memory [20], this causes them to be optimistic about technologies that are regularly dis-

cussed by their peers. This would cause a small circle of experts to bias the predictions towards

the experts’ own areas of research and scientific disciplines. Since Technology Review’s predic-

tions were based on the “educated predictions of our editors (made in consultation with some

of the technology’s top experts)” [24] and each prediction included the names of the leading

university researchers, this was likely the case.

To investigate the possibility of cognitive biases in more detail, the problem of technology

forecasting can be reframed in terms of technology change. Models of technology change form

the basis for how experts interpret technology change and thus the viability of new technolo-

gies. The predominant view of technology change is the science-based model of technology

change, sometimes called the linear model of invention [27]. Advances in science—new expla-

nations of natural or artificial phenomena—play an important role in this process is because

they facilitate the creation and demonstration (i.e., invention) of new concepts [27] [28][29]

[30]. They also facilitate the development of new product and process designs [31] [32][33]

[34] that lead to improvements along cost and performance trajectories [35].

The importance of science to this model of technology change and the emphasis on science

by U.S. science and engineering departments suggests that this model of technology change is

an important part of the mental models in U.S. science and engineering faculties. This is par-

ticularly the case since the publication of Vannevar Bush’s Science, the Endless Frontier in 1945

and the creation of the National Science Foundation in 1947. Publishing papers particularly

those that provide explanations of physical or scientific phenomena, i.e., science—has become

the most important activities in U.S. universities [27][36]. The science-based model of technol-

ogy change biases forecasts towards technologies that are reported in science and engineering

journals and towards disciplines that exist in science and engineering schools. It also biases

forecasts away from technologies that can be defined as new products and services such as

smart phones, smart phone apps, new forms of electronic products, and Internet content.

Support for this interpretation comes from the names of the breakthrough technologies

chosen by MIT’s Technology Review. Many of the breakthrough technologies sound more like

research disciplines than products or services, and this is consistent with a hypothesis that a

science-based process of technology change formed the basis for the predictions made by

MIT’s Technology Review. For example, consider the following predicted breakthrough tech-

nologies: synthetic biology, universal memory, metabolomics, universal translation, glycomics,

T-rays and bacterial factories. They sound more like research disciplines than products and

services. Contrast the names of these predicted breakthrough technologies with successful
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ones missed by MIT such as smart phones, cloud computing, Internet of Things, tablet com-

puters, social networking, fintech, and eBooks and the differences between products/services

and research/scientific disciplines can be clearly seen.

A focus on the science-based process of technology change may also be a major reason why

market data were not found for many of the predictions and thus seven of the technologies

were excluded from the analysis. These seven are Mechatronics, Enviromatics, software assur-

ance, universal translation, Bayesian machine learning, untangling code, and bacterial facto-

ries. As noted in the methods section, many of these terms refer to broad sets of techniques

that existed long before Technology Review made its forecasts and thus they are more consis-

tent with research disciplines than technologies that might form the basis for new products

and services. The choice of these “terms”, i.e., technologies, provides further evidence of a

poor forecast since good forecasts should include definable entities.

This overall interpretation of Technology Review’s poor forecasts is also very consistent with

management research on incumbent failure. Incumbents fail because new technologies require

a new form of capabilities [37], architectures [24], lead customers [38], and business models

but the incumbents have trouble making these changes because the new capabilities, architec-

tures, customers, and business models require a change in dominant logic or mental model

[39]. A similar situation appears to exist with the predictions made by MIT’s Technology
Review. MIT’s Technology Review and its circle of experts appear to believe in a certain model

of technology change that is emphasized at universities. Universities emphasize the linear

model of invention, one that depends on advances in science, because this is how the research

by university faculty are evaluated. Researchers develop better explanations for physical and

artificial phenomena as they and other researchers develop and improve technologies that

partly benefit from these advances in science. Thus, it is only natural that MIT’s Technology
Review emphasizes a science-based model of technology change and thus made the types of

predictions that they made.

5. Rethinking technology change

The poor forecasts by MIT’s Technology Review and its likely emphasis on a science-based

process of technology change suggests there might be a different process by which new tech-

nologies become economically feasible and monitoring this process might result in better pre-

dictions of breakthrough technologies. Such a model can be deduced from the literature on

general purpose technologies [40][41][42][43][44]. GPTs (general purpose technologies) have

a large impact on many economic sectors of which recently defined GPTs are primarily elec-

tronic components or electronic products/systems. Examples of the former include lasers and

integrated circuits (ICs) and examples of the latter include computers and the Internet [40]

[41][42][43]. One reason computers have been defined as GPTs is because they have had a

large impact on the productivity of higher-level systems [44][45], and economic growth [46]

[47][48]. The improvements in these computers are typically attributed to improvements in

standard ICs such as microprocessors and memory by computer scientists [49], economists

[41], and management scholars [50][51].

One reason these ICs and other electronic components are defined as GPTs is because they

have experienced rapid improvements, typically over many decades. For example, often called

Moore’s Law, the number of transistors per chip for microprocessors, the number of memory

bits per flash memory and dynamic random access memory (DRAMs), and the number of pix-

els per camera, i.e., photo-sensor, chip have doubled every 18 to 24 months for many years,

resulting in relatively constant annual rates of improvement of 30% to 40% per year [34] over

the last 50 years. Although these rapid improvements have depended on advances in science
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[52], it is the impact of these better ICs, lasers, and other GPTs on the emergence of new prod-

ucts and services that is of interest to forecasters and to this paper.

The impact of these GPTs on higher level systems, products, and services suggests to

many that monitoring this impact can help decision makers find commercially viable tech-

nologies. Variations of this model have been described by Silicon Valley practitioners [53]

[54][55] and some academics [56][57][58] in which high-tech managers such as Bill Gates,

Steve Jobs and Andy Grove “look forward and reason back” [13]. This “Silicon Valley

Model” explains the emergence of opportunities exploited by the Wall Street Journal’s bil-

lion-dollar startup club [59]. It is also consistent with a 2002 finding [17] that the highest suc-

cess rates in Herman’s Kahn and Anthony Wiener’s well-known forecast in 1967 for 2000

[25] were for innovations with rapidly improving underlying technologies, most of which

are defined as GPTs.

This model also explains the emergence of those Technology Review predictions that now

have large markets. Although most of the predictions reflect the science-based model of tech-

nology change, the predictions that now have large markets benefited from improvements

from electronic components and the Internet, as do the technologies missed by Technology
Review. The former includes data mining (Big Data), power grid control (smart grids), bio-

metrics, and distributed storage (cloud storage). The latter includes smart phones, cloud com-

puting, Internet of Things, tablet computers, social networking, fintech, ebooks, and wearable

computing.

Some of these technologies (biometrics, smart phones, tablet computers, and wearable com-

puting) became economically feasible as rapid improvements in microprocessors (i.e., Moore’s

Law), memory and displays occurred. More specifically, fast processors were needed to analyze

finger prints, voices, and other biometric data. For electronic hardware such as phones,

Apple’s app-based strategy became economically feasible as large amounts of inexpensive flash

memory became available [55][60][61][62].

Other technologies (cloud computing, distributed storage, Big Data, fintech, smart grids,

social networking, the Internet of Things, and ebooks) emerged as improvements in Internet

speed and cost made them economically feasible. Most data processing and storage has moved

from private data centers to the cloud with public clouds now providing most processing and

storage [63]. Big Data services, such as those for fintech [64], benefit from the success of the

cloud along with improvements in speed and cost of Internet services and the exploding

amount of Internet data [65]. Social networking sites did not succeed until fast Internet speeds

enabled Facebook to adjust a user’s connections each time they log on [66].

The economics of the Internet of Things and ebooks have depended on improvements in

both the Internet and the relevant hardware. The IoT depends on inexpensive wireless mod-

ules, sensors, and services. eBooks depend on inexpensive and fast Internet services along with

inexpensive eBook readers and tablet computers. The emergence of these technologies, both

successful and missed predictions by MIT’s Technology Review, can be better explained by the

Silicon Valley than the science-based model of technology change.

6. Discussion

Organizations must make choices and many of these choices involve forecasts. Because inves-

tors reward companies that make good choices, forecasts by private companies are probably

much better than public forecasts. Yoffie and Cusumano [13] concluded that one reason for

the success of Apple, Microsoft, and Intel is that they could make better forecasts than do

other companies. They could “look forward and reason back” [13] to identify new technologies

and develop better strategies for them.
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On the other hand, public forecasts about new technologies have been largely criticized [14]

[15][16] and Technology Review’s forecasts were even worse than many of these forecasts. They

were greatly inferior to those made by Herman Kahn and Anthony Wiener [25] in 1967 about

the year 2000 that were analyzed in a 2002 paper [17]. More than 40% of the predictions made

by Kahn and Wiener were judged to have become successful while only one of the 40 (2.5%)

predicted breakthroughs achieved more than $10 Billion in sales. Furthermore, no technolo-

gies were identified as “missed” by Kahn and Wiener [17]. If companies made forecasts as bad

as those made by MIT’s Technology Review (and acted on them), those companies would prob-

ably have experienced severe financial problems. This statement is not intended to criticize

MIT or other universities but to emphasize that problems come from poor forecasts.

Practically speaking, city, state, and federal governments must also make choices about

new technologies, particularly in complex systems [67][68]. Should they investigate science-

based technologies such as hydrogen vehicles, superconducting transmission lines, mag-lev

trains, synthetic food, fusion, and hyperloop, or should they investigate technologies that

are emerging from the Silicon Valley process of technology change such as the Internet of

Things, Big Data, ride sharing, driverless vehicles, drones, smart payment, mobile payments,

online education, augmented reality, and virtual reality? Although the two sets of technolo-

gies are not directly comparable, the point is that cities make choices about which technolo-

gies to investigate, and these choices will be impacted by the process of technology change

that they monitor.

Another way to think about the choices facing cities is to think of smart cities and the tech-

nologies related to them. One reason the term “smart cities” is now widely used [69][70] is

because the technologies mentioned in the previous paragraph are emerging from the Silicon

Valley process of technology change through rapid improvements in electronic components,

the Internet, and smart phones. Understanding the distinction between the Silicon Valley and

the science-based process of technology change can help cities make better decisions about the

technologies to investigate and thus the policies to consider.

Future research should investigate the Silicon Valley process of technology change, its

implications for decision makers, and the best way to monitor it and make forecasts. One

hypothesis is that monitoring and forecasting this model probably requires a different set of

people than were used by MIT’s Technology Review. Entrepreneurs, members of private firms

and in particular Internet-based firms understand this process better than do university

researchers. As noted above, university experts typically emphasize scientific and research

disciplines rather than new products such as tablet computers or smart phones. University

experts may not even currently perceive smart phones and tablet computers as important tech-

nologies, even though industry experts and students would.

The Silicon Valley process of technology change also requires forecasters to consider a

wider number of factors than does the science-based model of technology change. While the

names of science-based technologies can be taken from science and engineering journals or

science and engineering research disciplines within universities, monitoring the Silicon Valley

process of technology change requires forecasters to analyze the impact of rapidly improving

technologies on the emergence of higher level products and services. The latter requires much

more complex analysis than does the former partly because these products and services are not

discussed in science and engineering journals.

This focus on the number of factors is consistent with the distinction between foxes and

hedgehogs that is made by Tetlock and Gardner in their book Superforecasting: The Art and
Science of Prediction [1] and that has been reported in Tetlock’s academic papers [4][5][9].

They argue that foxes make better forecasts because they focus on a larger number of factors

than do hedgehogs. Hedgehogs make predictions based on what they believe are a few
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fundamental truths while foxes draw on diverse strands of evidence and ideas. Those who

solely monitor advances in science might be called hedgehogs because they focus on a single

issue, what is published in science and engineering journals, and they strongly believe in these

journals. Those who monitor the Silicon Valley process of technology change might be called

foxes because they draw on a diverse set of factors; these include improvements in various elec-

tronic components, computers, and the Internet and the impact these improvements have on

the emergence of new products and services.

This leads to two testable hypotheses. Predictions based on the Silicon Valley model of tech-

nology change will be more accurate than those based on the science-based model of technol-

ogy change. Second, predictions made by foxes will be more accurate than those made by

hedgehogs. Future research should investigate these hypotheses and related issues further.

7. Conclusions

This paper does a rare assessment of a public technology forecast to encourage accountability

and improve our understanding of technology change. It first shows that few of the break-

through technologies predicted by MIT’s Technology Review between 2001 and 2005 currently

have large markets. Only one of its predictions has sales greater than $100 billion and only

three others have greater than $10 billion although other breakthroughs not predicted by

Technology Review have sales greater than $100 billion (three), one between $50 and $99

billion, and four between $10 and $49 billion. Second, it shows evidence that Technology

Review’s forecasts were largely based on a science-based process of technology change, some-

times called the linear model of innovation. Third, this paper describes a different model of

technology change, one that is widely used by private companies and that explains the emer-

gence of those technologies that have greater than $10 billion in sales.

Supporting information

S1 File. Containing Appendix A and Appendix B.

(DOCX)

Acknowledgments

I would like to thank the anonymous reviewers and editor for their comments and suggestions.

All mistakes remain with the author.

Author Contributions

Conceptualization: Jeffrey Funk.

Data curation: Jeffrey Funk.

Formal analysis: Jeffrey Funk.

Funding acquisition: Jeffrey Funk.

Investigation: Jeffrey Funk.

Methodology: Jeffrey Funk.

Project administration: Jeffrey Funk.

Resources: Jeffrey Funk.

Software: Jeffrey Funk.

Assessing public forecasts to encourage accountability

PLOS ONE | https://doi.org/10.1371/journal.pone.0183038 August 10, 2017 12 / 15

http://www.plosone.org/article/fetchSingleRepresentation.action?uri=info:doi/10.1371/journal.pone.0183038.s001
https://doi.org/10.1371/journal.pone.0183038


Supervision: Jeffrey Funk.

Validation: Jeffrey Funk.

Visualization: Jeffrey Funk.

Writing – original draft: Jeffrey Funk.

Writing – review & editing: Jeffrey Funk.

References

1. Tetlock P and Gardner D. Superforecasting: The Art and Science of Prediction, NY: Crown 2015.

2. Charba J and Klein W. Skill in precipitation forecasting in the National Weather Service. Bull Am

Meteorol Soc, 1980, 61(12):1546–1555.

3. Keren G. Facing uncertainty in the game of bridge: A calibration study. Organizational Behavior and

Hum Decis Process, 1987, 39(1):98–114.

4. Tetlock P, Kim JI. Accountability and judgment processes in a personality prediction task. J Pers Soc

Psychol, 1987, 52(4):700–709. PMID: 3572733

5. Tetlock P. Accountability: A social check on the fundamental attribution error. Soc Psychol Q, 1985, 48

(3):227–236.

6. Chaiken S. Heuristic versus systematic information processing and the use of source versus message

and cues in persuasion. J Pers Soc Psychol, 1980, 39(5):752–766.

7. Hagafors R and Brehmer B. Does having to justify one’s decisions change the nature of the judgment

process? Organ Behav Hum Perform, 1983, 31(2):223–232.

8. Mandel D and Barnes A. Accuracy of forecasts in strategic intelligence, PNAS, 2014, 111(30): 10984–

10989. https://doi.org/10.1073/pnas.1406138111 PMID: 25024176

9. Tetlock P. Expert Political Judgment: How Good Is It? How Can We Know? 2005, Princeton University

Press.

10. Chandler A. The Visible Hand: The Managerial Revolution in American Business, Harvard University

Press, 1977.

11. Ayres R. Technological forecasting and long-range planning, NY: McGraw-Hill, 1969

12. Martino J. Technological forecasting for decision making, NY: McGraw Hill, 1993.

13. Yoffie D and Cusumano M. Strategy Rules: Five Timeless Lessons from Bill Gates, Steve Jobs, and

Andy Grove, NY: HarperBusiness, 2015.

14. Bettis R and Hitt M. The New Competitive Landscape, Strategic Management Journal, 1995, 16: 7–1

15. Woudenberg F. An evaluation of Delphi. Technol Forecast Soc Change, 1991, 40(2):131–150.

16. Morgan G. Use (and abuse) of expert elicitation in support of decision making for public policy, Proceed-

ings of National Academy of Science, 2014, 111(20): 7176–7184

17. Albright R. What can past technology forecasts tell us about the future? Technological Forecasting &

Social Change, 2002, 69 (2002) 443–464

18. Lichtenstein S, Fischhoff B, Phillips L. Judgment under Uncertainty: Heuristics and Biases, eds Kahne-

man D, Slovic P, Tversky A, Cambridge Univ Press, New York, 1982.

19. Fischhoff B, Slovic P, Lichtenstein S. Knowing with certainty: The appropriateness of extreme confi-

dence. J Experimental Psyc Hum Percept Perform, 1977, 3(4):552–564.

20. Tversky A and Kahneman D. The framing of decisions and the psychology of choice, Science, 1981,

211(4481): 453–458. PMID: 7455683

21. Sackman H, Delphi Critique ( Lexington Books, Lexington, MA, 1975.

22. Kahn H and Wiener A. The Year 2000, A Framework for Speculation on the Next Thirty-Three Years,

Macmillan, New York, 1967

23. Technology Review, 2014, http://www.technologyreview.com. Last accessed Aug 1, 2014

24. Technology Review, 2001, http://www2.technologyreview.com/featured-story/400868/emerging-

technologies-that-will-change-the-world/, last accessed August 1, 2014.

25. Zhou K, Yim C, and Tse D. The Effects of Strategic Orientations on Technology- and Market-Based

Breakthrough Innovations, Journal of Marketing, 2005, 69(2), 42–60.

26. Henderson R and Clark K. Architectural Innovation: The Reconfiguration of Existing Product Technolo-

gies and the Failure of Established Firms, Administrative Science Quarterly, 1990, 35 (1): 9–30

Assessing public forecasts to encourage accountability

PLOS ONE | https://doi.org/10.1371/journal.pone.0183038 August 10, 2017 13 / 15

http://www.ncbi.nlm.nih.gov/pubmed/3572733
https://doi.org/10.1073/pnas.1406138111
http://www.ncbi.nlm.nih.gov/pubmed/25024176
http://www.ncbi.nlm.nih.gov/pubmed/7455683
http://www.technologyreview.com
http://www2.technologyreview.com/featured-story/400868/emerging-technologies-that-will-change-the-world/
http://www2.technologyreview.com/featured-story/400868/emerging-technologies-that-will-change-the-world/
https://doi.org/10.1371/journal.pone.0183038


27. Balconi M, Brusoni S, Orsenigo L. In Defence of the Linear Model, Res Policy, 2012, 39(1): 1–13.

28. Levinthal D. The Slow Pace of Rapid Technological Change: Gradualism and Punctuation in Techno-

logical Change, Industrial and Corporate Change, 1988, 7(2): 217–247.

29. Arthur B. The structure of invention, Research Policy, 2007, 36(2): 274–287.

30. Arthur B. The Nature of Technolgy: What it is and How it Evolves, 2009, NY: Free Press.

31. Rosenberg N. Science, Invention and Economic Growth, The Econ Journal, 1974, 84(333): 90–108.

32. Rosenberg N. Inside the Black Box: Technology and Economics, 1982, Cambridge University Press.

33. Mowery D and Rosenberg N. Paths of Innovation: Technological Change in 20th Century America,

1988, Cambridge University Press.

34. Funk J and Magee C. Rapid Improvements with No Commercial Production: How do the improvements

occur, Research Policy, 2015, 44(3): 777–788.

35. Dosi G. Technological paradigms and technological trajectories, Res Policy, 1982, 11 (3): 147–162.

36. Gordon R. The Rise and Fall of American Growth: The U.S. Standard of Living since the Civil War,

2016, Princeton University Press.

37. Teece D, Pisano G and Shuen A, Dynamic Capabilities and Strategic Management Management, Stra-

tegic Management Journal, 1997, 18 (7): 509–533.

38. Christensen C, The innovator’s dilemma, 1997, Harvard Business School Press, Boston

39. Prahalad C and Bettis R. The Dominant Logic: A New Linkage between Diversity and Performance,

Strategic Management Journal, 1986, 7(6): 485–501.

40. David P. The Dynamo and the Computer: An Historical Perspective on the Modern Productivity Para-

dox, American Economic Review, 1990, 80(2): 355–361

41. Bresnahan T and Trajtenberg M. General purpose technologies ’Engines of growth?’, Journal of Econo-

metrics, 1995, 65(1): 83–108.

42. Helpman E. General Purpose Technologies and Economic Growth, 2003, MIT Press.

43. Lipsey R, Carlaw K, and Bekar C. Economic Transformations: General Purpose Technologies and

Long-term Economic Growth, 2006, NY: Oxford University Press.

44. Cortada J. The Digital Hand, Volume I: How Computers Changed the Work of American Manufacturing,

Transportation, and Retail Industries, 2004, NY: Oxford University Press.

45. Cortada J. The Digital Hand, Volume II: How Computers Changed the Work of Amer. Financial, Tele-

communications, Media, Entertainment Industries, 2005, NY: Oxford Uni. Press.

46. Oliner S and Sichel D. Information technology and productivity: where are we now and where are we

going? Journal of Policy Modeling, 2002, 91: 1–32

47. Oliner S, Sichel D, Stiroh K. Explaining a Productive Decade, Finance and Economics Discussion

Series 2007–63,

48. Jorgenson D, Ho M, and Stiroh K. A Retrospective Look at the U.S. Productivity Growth Resurgence,

Journal of Economic Perspectives, 2008, 22(1): 3–24.

49. Smith R. A Historical Overview of Computer Architecture, IEEE Annals of the History of Computing,

1988, 10(4): 277–303.

50. Baldwin C. and Clark K, Design Rules, Volume 1: The Power of Modularity, 2000, MIT Press.

51. Funk J. What Drives Exponential Improvements? California Mgmt Review, Spring 2013

52. Orton J. Semiconductors and the Information Revolution, 2009, NY Scientific Press.

53. Kessler A, The End of Medicine, 2009, NY: Harper Collins

54. Kurzwell R, The Singularity is Near, 2005, NY: Penguin Books.

55. Downes L, Nunes P, Big Bang Disruption, 2014, NY: Portfolio.

56. Lyytinen K and Rose G. The Disruptive Nature of Information Technology Innovations, MIS Quarterly,

2003, 27(4): 557–596.

57. Funk J. Components, systems and discontinuities: The case of magnetic recording and playback equip-

ment, Research Policy, 2009, 38(7): 1079–1216,

58. Funk J. General Purpose Technologies vs. Advances in Science: What is the process by which new

technologies become economically feasible? Working Paper 2016

59. Funk J. Technology Change, Economic Feasibility and Creative Destruction: The Case of New Elec-

tronic Products and Services, forthcoming Industrial & Corporate Change, 2017

60. Funk J 2013. Technology Change and the Rise of New Industries, Stanford University Press.

Assessing public forecasts to encourage accountability

PLOS ONE | https://doi.org/10.1371/journal.pone.0183038 August 10, 2017 14 / 15

https://doi.org/10.1371/journal.pone.0183038


61. McNish J and Silcoff S. Losing the Signal: The Untold Story behind the Extraordinary Rise and Spectac-

ular Fall of BlackBerry, 2015, Flatiron Books.

62. West J and Mace M. Browsing as the killer app: Explaining the rapid success of Apple’s iPhone, Tele-

communications Policy, 2010, 34, 5–6: 270–286.

63. Cisco. Cisco Global Cloud Index: Forecast and Methodology, 2014–2019, White Paper, 2015

64. Kearney AT. Big Data: Next Leading Edge in Financial Industry, Ideas and Insights, 2014.

65. Cukier K and Mayer-Schönberger V. Big Data: A Revolution that will transform how we live, work, and

think, 2013, Houghton Mifflin Harcourt.

66. Eisenmann T, Piskorski M, Feinstein B, and Chen D. Facebook’s Platforms, Harvard Business School

Case Study 9-808-128. March 12, 2009.

67. Gil N and Beckman S. Infrastructure Meets Business: Building New Bridges, Mending Old Ones, Cali-

fornia Management Review 2009, 51(2), 6–29.

68. Davies A and Hobday M, The business of projects: managing innovation in complex products and sys-

tems, 2005, Cambridge University Press

69. Glaeser E. Triumph of the City, 2012, NY: Penguin.

70. Townsend A. Smart Cities. 2013, New York: Norton & Company.

Assessing public forecasts to encourage accountability

PLOS ONE | https://doi.org/10.1371/journal.pone.0183038 August 10, 2017 15 / 15

https://doi.org/10.1371/journal.pone.0183038

