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Abstract

The security crowd-testing regulatory mechanism is a vital means to promote collaborative

vulnerability disclosure. However, existing regulatory mechanisms have not considered

multi-agent responsibility boundaries and stakeholders’ conflicts of interest, leading to their

dysfunction. Distinguishing from previous research on the motivations and constraints of

ethical hacks’ vulnerability disclosure behaviors from a legal perspective, this paper con-

structs an evolutionary game model of SRCs, security researchers, and the government

from a managerial perspective to propose regulatory mechanisms promoting tripartite col-

laborative vulnerability disclosure. The results show that the higher the initial willingness of

the three parties to choose the collaborative strategy, the faster the system evolves into a

stable state. Regarding the government’s incentive mechanism, establishing reward and

punishment mechanisms based on effective thresholds is essential. However, it is worth

noting that the government has an incentive to adopt such mechanisms only if it receives

sufficient regulatory benefits. To further facilitate collaborative disclosure, Security

Response Centers (SRC) should establish incentive mechanisms including punishment and

trust mechanisms. Additionally, publicity and training mechanisms for security researchers

should be introduced to reduce their revenue from illegal participation, which promotes the

healthy development of security crowd-testing. These findings contribute to improving

SRCs’ service quality, guiding security researchers’ legal participation, enhancing the gov-

ernment’s regulatory effectiveness, and ultimately establishing a multi-party collaborative

vulnerability disclosure system.

1 Introduction

With the rapid development of information technologies such as 5G, AI, and blockchain, the

emergence of new vulnerabilities is accelerating. According to the report “Vulnerability and

Threat Trends in 2023” from Skybox Security, the National Vulnerability Database (NVD)

added 25,096 vulnerabilities in 2022, which increased by 25 percent year-on-year. With the

ever-growing cybersecurity vulnerabilities, governments around the world encourage the dis-

coverers to engage in discovering, reporting, verifying, patching, and releasing vulnerabilities.
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These processes of vulnerability disclosure aim to help other organizations in rapidly identify-

ing and addressing vulnerabilities in real-time. However, with the expansion of hacker attacks

and diversification of attack methods, more and more enterprises are choosing non-disclosure

or irresponsible disclosure due to a lack of capability. In response to these challenges, a bur-

geoning security crowd-testing service has arisen with the aim of bolstering organizations’ vul-

nerability disclosure capabilities.

Security crowd-testing refers to the vulnerability testing service presented in “crowdsourc-

ing” in the field of cybersecurity. In this process, enterprises establish a Security Response Cen-

ter (SRC) first, followed by the issuance of security testing tasks with bounties according to the

severity and complexity of vulnerabilities. Subsequently, security researchers, such as profes-

sionals inside the enterprises and white-hat hackers from the community, are employed to test

the systems’ cybersecurity to discover exploitable vulnerabilities in software or hardware, ulti-

mately receiving the bounties from SRC [1]. This open and innovative model breaks the con-

straints of traditional cybersecurity management that not only rely on internal but also

external security researchers, which shortens vulnerability disclosure time and significantly

increases the probability of discovering vulnerabilities [2].

The groundbreaking event in the field of security crowd-testing occurred in 2016 when the

U.S. Department of Defense (DoD), in collaboration with HackerOne, initiated the “Hack the

Pentagon” campaign, allowing external security researchers to test security vulnerabilities in

certain publicly accessible websites of DoD [1]. Subsequently, large enterprises such as Micro-

soft, Facebook, Google, Tencent, etc. also commenced their efforts to address cybersecurity

vulnerabilities by SRCs. Generally, these enterprises have well-established business models,

strong technical expertise, and efficient platform operation capabilities. Their business opera-

tions are extensive with substantial volumes of sensitive data. If their cybersecurity vulnerabili-

ties are exploited, it could result in incalculable losses. Hence, these SRCs are not only

organizers of security crowd-testing but also consumers of these services. Fig 1 illustrates the

vulnerability disclosure process in security crowd-testing.

However, this process involves frequent interactions among multiple participants and vari-

ous resources, leading to a series of real-world issues. Firstly, the goals of participants in vul-

nerability disclosure are different, and a consensus on collaborative vulnerability disclosure

has not yet been reached. Secondly, since all participants seek to maximize their interests, this

may lead to conflicts of interests that affect their willingness to actively participate in collabora-

tive vulnerability disclosure. Thirdly, due to the timeliness of vulnerabilities and the conve-

nience of online transactions, the concealment of security researchers’ illegal behavior is high,

greatly increasing the difficulty for the government to detect and punish, which will cause risks

to diffuse. To address the existing issues, regulatory mechanisms are necessary.

Fig 1. Vulnerability disclosure process under security crowd-testing.

https://doi.org/10.1371/journal.pone.0304467.g001

PLOS ONE Security crowd-testing vulnerability disclosure behavior and regulatory mechanism

PLOS ONE | https://doi.org/10.1371/journal.pone.0304467 June 21, 2024 2 / 31

these two foundations has enabled the researcher

to conduct extensive data analysis, obtain valuable

insights, and access relevant research materials.

The availability of these funds has also facilitated

participation in conferences and collaborative

opportunities, thereby enhancing the overall quality

and impact of this study. The contributions made

by these grants have been indispensable in

advancing our understanding of the research topic

and have significantly influenced the outcomes

presented in this paper.

Competing interests: The authors have declared

that no competing interests exist.

https://doi.org/10.1371/journal.pone.0304467.g001
https://doi.org/10.1371/journal.pone.0304467


Regulatory mechanisms refer to the set of processes, methods, and standards through which

authorities regulate the participants’ behaviors [3]. Although many scholars have studied regu-

latory mechanisms, we have the following innovations. First, from the perspective of the subject

fields, previous research mostly approached the topic in the legal field, while this paper innova-

tively takes a management perspective to explore various regulatory mechanisms to standardize

stakeholders’ behavior. Second, from the perspective of the research subjects, unlike previous

research that focused on regulating ethical hackers, this paper considers the regulation of SRCs

and security researchers, particularly exploring how to incentivize them to adopt cooperative

strategies while balancing their interests. Third, from the perspective of the application scenar-

ios, previous research on regulatory mechanisms for vulnerability disclosure primarily studied

in a traditional context without considering the emerging service of security crowd-testing. It is

necessary to explore whether and how traditional regulatory mechanisms adapt to the new

issues. Specifically, we delve into scientific questions of what regulatory mechanisms should be

adopted by each regulator and how to adjust policies in response to each participant’s reaction

to different mechanisms. Last but not least, from the perspective of the research methods, pre-

vious research mostly used theoretical frameworks to introduce vague and descriptive security

crowd-testing regulatory mechanisms, while this paper draws on the research methodology of

regulatory mechanisms in related fields and employs evolutionary game theory to study explicit

and quantitative regulatory mechanisms, providing a more intuitive representation of the char-

acteristics and their constraining effects on multiple parties’ behaviors.

Our research objectives and implications are applied to both theory and practice. From a

theoretical perspective, firstly, we aim to analyze the vulnerability disclosure behaviors in

multi-agent interaction scenarios, delving into the motivations and influencing factors of par-

ticipants’ strategic choices to gain a more comprehensive understanding of the essence of vul-

nerability disclosure in security crowd-testing. Secondly, by conducting research into the

behavioral evolution process of different participants, including SRCs, security researchers,

and governments, we provide new theoretical perspectives for the security crowd-testing field.

Furthermore, our research aims to thoroughly analyze the operations and effects of various

regulatory mechanisms, providing theoretical support for improving the vulnerability disclo-

sure system in security crowd-testing. From a practical perspective, regulatory mechanisms

and their applications can better adapt to the constantly changing vulnerability disclosure

environment, enhancing their practical effectiveness. Secondly, by analyzing participants’ stra-

tegic responses to changes in different regulatory mechanisms, we assist governments in for-

mulating more adaptable regulatory policies and provide more attractive incentives for SRCs,

which effectively guide all participants to adopt more proactive behavior, enhancing the stabil-

ity of the security crowd-testing industry, and promoting the long-term healthy development

of the vulnerability disclosure system.

Section 2 reviews the previous studies on vulnerability disclosure behavior and security

crowd-testing. Section 3 proposes a set of assumptions considering practical problems, and

constructs the model of the evolutionary game. Based on this, Section 4 presents the stability

analysis. Section 5 reveals the dynamic evolution law and how the key parameters impact regu-

latory mechanisms by numerical simulation. Section 6 summarizes the main conclusions and

limitations. In the end, this paper presents future research perspectives.

2 Literature review

2.1 Vulnerability disclosure behavior

Many scholars have investigated the reasons for the participants’ engagement in vulnerability

disclosure behavior from three aspects: participants’ motivation, participants’ characteristics,
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and trust relationship. First, the participants’ motivation for vulnerability disclosure behavior

encompasses both internal and external factors. According to self-determination theory, inter-

nal motivation refers to the drive resulting from the participants’ psychological needs, includ-

ing the need for autonomy, competence, and relatedness [4]. The need for autonomy is

manifested by a desire to engage in vulnerability disclosure based on personal interests and

beliefs, with interests being a primary driver [5, 6]. The need for competence is expressed as

seeking affirmation of one’s abilities during the disclosure process; participants’ enthusiasm

increases when they recognize their capability to discover vulnerabilities or contribute to patch

management [7]. The need for relatedness involves establishing safe and enjoyable connec-

tions with others, such as software vendors forming a “Fixers’ Alliance” or security researchers

making connections on cybersecurity forums [8, 9]. External motivation refers to drives from

external influences, such as obtaining rewards(money, gifts) [10, 11], or gaining reputations

(hall of fame, industry prestige) [5, 7]. It has been shown that participants weigh the expected

utility against the expected cost (time, effort), and when the utility is greater than the cost,

motivation to participate in vulnerability disclosure is higher [2, 12]. Second, Second, regard-

ing the participants’ characteristics, many scholars have sorted out the characteristics of vul-

nerability disclosure behavior from the vulnerability life-cycle perspective, i.e. vulnerability

discovery, exploitation, and patching respectively. Most of the research findings are focused

on vulnerability discovery. For instance, Zhao et al. [8, 13] found that few security researchers

can disclose all the vulnerabilities, and the number of vulnerability discoveries they may han-

dle follows a power-law distribution. Votipka et al. [14] demonstrated that experience and

knowledge are essential factors influencing participants’ vulnerability disclosure behavior by

comparing the vulnerability discovery methods. Maillart et al. [2] argued that the vulnerability

disclosure capabilities of the participants decrease exponentially with an increase in the num-

ber of vulnerabilities discovered, which means there is a significant productivity gap among

the participants, and few of them may discover the vulnerabilities efficiently [15]. In terms of

vulnerability exploitation, Canann [16] found that the higher the attack level, the greater the

ability of the exploiter, and the greater the spread of the attack. In terms of vulnerability patch-

ing, Sen et al. [17] pointed out that vulnerability patchers’ ability, including the time and num-

ber of vulnerability patches, is positively correlated with the vulnerability patching rate.

Ruohonen et al. [18] argued that most products have vulnerabilities in their early stages of

development due to the economics of the software industry, which directly impacts the effec-

tiveness of security researchers’ vulnerability disclosure behavior. Third, trust relationship

among participants is a prerequisite for vulnerability disclosure [9]. Zhao et al. [5] found that

due to the information asymmetry in the software market, the public faces to uncertain risks

of vulnerability disclosure, and security commitments from enterprises to the public incentiv-

ize them to engage in vulnerability disclosure. Meanwhile, the transparent and accurate infor-

mation from enterprises to security researchers helps enhance their trust relationships [19],

which makes it possible to institutionalize the ethical hacker culture [20].

As vulnerability disclosure behavior is intricate with diverse strategies adopted by relevant

participants, appropriate regulatory mechanisms should be investigated to constrain their

behaviors, which has been focused on two main topics: legal boundary and legal risk. Legal

boundary is a prerequisite for clarifying the legality of vulnerability disclosure behavior.

There is a legal gray area for vulnerability disclosure, where enterprises find it difficult to dis-

tinguish the intentions of security researchers. Malicious researchers create risks by exploit-

ing undiscovered vulnerabilities in applications, networks and services [21, 22]. Even ethical

researchers could be considered illegal if they accessed or controlled software and hardware

without authorization during the process of reporting vulnerabilities [23]. Therefore, a clear

legal framework is developed to define security researchers’ behavioral boundaries. The
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other research hotspot is legal risk, which is a key factor hindering security researchers from

engaging in vulnerability disclosure. It showed that legal restrictions are cited as a reason for

non-cooperative vulnerability disclosure by 60 percent of security researchers outside the

enterprises [3]. Akgul et al. [24] argued that if security researchers’ rights cannot be guaran-

teed, even though they report vulnerabilities ethically, enterprises may transfer the responsi-

bility of discovering vulnerabilities to them to avoid bearing the costs and liabilities, which

causes responsibility dumping. If the rights and responsibilities of vulnerability disclosure

are clarified, then security researchers are willing to engage in vulnerability disclosure

because it shields them from the risk of legal litigation [25]. However, excessive restrictions

or inconsistent legislation might result in a “chilling effect”, decreasing security researchers’

willingness to disclose vulnerabilities [26], which adversely affects the vulnerability disclo-

sure ecosystem [13].

2.2 Security crowd-testing

Although regulation of vulnerability disclosure behavior among hackers has been studied for

many years, the emergence of new technologies and service models necessitates the collective

participation of multiple stakeholders such as enterprises and service companies in collabora-

tive disclosure. Especially, With the increasing prominence of security issues in fields of indus-

try, healthcare, and the Internet of Things (IoT) [27–30], hackers exploiting vulnerabilities in

artificial intelligence [31], blockchain [32], and intrusion detection systems [33] to launch

large-scale targeted attacks have become norm. The demand for efficient data analysis and

processing [34, 35], network security protection [27], and privacy data protection [32] is

steadily increasing for enterprises. Security crowd-testing services like Bug Bounty Programs,

Vulnerability Reward Programs (VRPs), and Crowdsourcing Software Testing have become

crucial means for discovering vulnerabilities in these emerging technologies and ensuring

their effective operation.

Some scholars have delved into the effectiveness of disclosing vulnerabilities through secu-

rity crowd-testing platforms in safeguarding cybersecurity [36–38]. Pascariu et al. [39] argued

that security crowd-testing complements enterprises’ cybersecurity management. By offering

bounty rewards to vulnerability discoverers and encouraging them to compete with malicious

researchers, it is possible to reduce the risk of initial attacks and the probability of vulnerabili-

ties being exploited.

The motivation of security researchers in security crowd-testing has been extensively stud-

ied [1, 13]. The findings indicated that money is a significant incentive to discover and disclose

vulnerabilities [15, 40, 41]. Finifter et al. [42] found that in Google’s VRP and Mozilla’s Firefox

VRP, variable rewards and incentive mechanisms are more attractive to white-hat hackers.

Additionally, some security researchers are driven by intrinsic motivation, such as enjoyment

and a desire for learning [43]. Meanwhile, due to the heterogeneity among security research-

ers, social status improvement, knowledge acquisition, or altruism, etc. may become their pri-

mary motivations [14]. On the contrary, the mismatch between the abilities of security

researchers and the necessary vulnerability discovery skills diminishes their willingness to par-

ticipate [44], so as the unclear rules and uncertain legal risks in the vulnerability disclosure

process or security crowd-testing platforms [45].

The mechanisms to promote active vulnerability disclosure behaviors of security research-

ers in security crowd-testing have been a recent hotspot. From the perspective of the crowd-

sourcing platform, Luna [15] found a positive correlation between the completeness of

security crowd-testing rules and the willingness of vulnerability disclosure behavior in Hacker-

One. Ahmed et al. [46] discovered that redundant and ineffective disclosure reports decrease
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the population of experienced white-hat hackers. From a macro-policy perspective, Zhao et al.

[5] evaluated various policies by developing economic models and found that incentive mech-

anisms are more effective for security researchers. From guiding participant behavior perspec-

tive, numerous scholars employed methods such as machine learning, deep learning, and

others capable of efficiently identifying and classifying characteristics to monitor data and pre-

dict behavior [31, 33], and often using confusion matrices to evaluate their results [47]. These

methods often focus on accurate predictions of the behavior of individual participants, while

the analysis of regulatory mechanisms typically involves multiple stakeholders including regu-

lators and those being regulated, whose behaviors interact with each other. Therefore, in

addressing such issues, game theory has become the most suitable and preferred approach that

is applicable for studying behavior interactions and strategy selection. Xiong et al. [48] con-

structed a game model considering third-party vulnerability-sharing platforms and found that

security researchers’ vulnerability disclosure behaviors are encouraged by establishing a credit

system for patch development and improving the punishment mechanism for dishonesty. Xu

et al. [49] developed a game model to confirm government punishment mechanisms can facili-

tate win-win situations for enterprises and consumers in certain scenarios. Further, evolution-

ary game theory has become the preferred choice for most scholars to investigate regulatory

mechanisms due to its applicability in studying the dynamic evolution of the long-term behav-

ior of multiple parties. Chen et al. [50] constructed an evolutionary game model of the govern-

ment and enterprises which explored the constraints of government tax subsidy mechanism

on the behavior of the participants. Zhou et al. [51] focused on a punishment mechanism

within a reasonable range which is more effective than an incentive mechanism, and proposed

suggestions such as intervening as early as possible, and gradually weakening the regulation

after stabilizing. Chen et al. [52] also pointed out that a high degree of subsidies will not play a

role in restraining the behavior of the main parties, and the government should set up reason-

able incentive mechanisms to prevent potential “incentive redundancy”. Chen et al. [53] took

a long-term perspective and argued that the enhancement of government reputation plays a

crucial role in constraining the behavior of other agents.

It is worth noting that traditional game models require the rational players. However, such

strict conditions are not satisfied by the SRCs, security researchers, and the government in

reality. For example, security researchers may be irrationally driven by huge profits, hiding

their illegal behaviors from SRCs and governments without being detected. Therefore, tradi-

tional game models are not suitable in our paper. The evolutionary game model overcomes the

above drawbacks and does not require the players to be completely rational. Hence, the evolu-

tionary game model is developed to analyze the stakeholders’ vulnerability disclosure behav-

iors in the security crowd-testing service.

In summary, the gaps between existing research and this paper are: 1) Existing research pri-

marily has focused on the reasons for participating in vulnerability disclosure and the legal

boundaries and risks faced by security researchers, while there is relatively little research on

the regulation of vulnerability disclosure behavior. 2) It has been confirmed that security

crowd-testing is an effective means to promote vulnerability disclosure, and many scholars

have conducted research on the motivation, characteristics, and trust of responders (enter-

prises) and discoverers (security researchers). Although the interdependence of interests and

behaviors among participants has proven to be pervasive, research on their interactions has

been limited. 3) Previous research has mainly explored reasons for the low willingness of dis-

coverers (security researchers) to participate in vulnerability disclosure from a legal perspec-

tive, but rarely investigated managerial regulatory mechanisms for guiding operators (SRCs)

and discoverers (security researchers) to collaborative disclosure. 4) It has been confirmed that

incentive mechanisms can encourage security researchers to engage in vulnerability disclosure
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in security crowd-testing, most studies focus on platforms’ reward mechanisms and the gov-

ernment’s punishment mechanisms. The scope and variety of these mechanisms are relatively

limited, leading to a lack of the theoretical foundation for guiding the healthy development of

the security crowd-testing industry. Therefore, focusing on promoting collaborative vulnera-

bility disclosure among all parties under security crowd-testing, this paper constructs an evolu-

tionary game model considering factors such as punishments, rewards, trust costs, illegal

benefits, etc. We explore the interactions of SRCs, security researchers, and the government to

propose regulation mechanisms including reward and punishment mechanisms, trust mecha-

nisms, publicity and training mechanisms, and further analyze the impact of these mecha-

nisms on tripartite parties’ behaviors. This paper aims to provide theoretical support and

practical recommendations for improving regulatory mechanisms to facilitate collaborative

vulnerability disclosure considering security crowd-testing. The differences between the exist-

ing literature and this paper are shown in Table 1.

3 Model formulation

3.1 Problem description

In the security crowd-testing process, SRCs need to communicate directly with security

researchers and be regulated by the government as well. Hence, there are three players in the

game including SRCs, security researchers, and the government.

Generally, SRCs are established by technically proficient enterprises, attracting security

researchers to report vulnerabilities in a platform. Although the costs are relatively high, form-

ing a collaborative vulnerability reporting system with security researchers outside the enter-

prises can enhance their abilities to deal with vulnerabilities, which simplifies the vulnerability

disclosure process. However, during the operation of SRCs, their mismanagement may con-

flict with security researchers, such as inconsistencies in vulnerability rating rules, disputes

over the methods of vulnerability testing, and unclear vulnerability reward mechanisms, etc.

In this situation, SRCs usually employ two strategies, i.e., “active management” and “negative

management”.

Security researchers are providers of security crowd-testing services, mainly comprising

internal experts from enterprises and external white-hat hackers from the hacker community.

Due to the wide variety of security researchers, it is challenging to detect and restrict their

behaviors effectively. Plus, their motivations are various, including personal interests, beliefs,

and self-affirmation. But most of them are primarily driven by external factors such as rewards

Table 1. Differences between the existing literature and this paper.

Perspective Previous Research Proposed work Differentiation

Pros Cons

Research Focus Proved the existence of multiple

participants and interactions

Individual participant

strategy

Multiple participants strategies Strategies under multi-

participant interaction

Research Scope Analyzed the relevant legal

policies

The reason for

participants’ low

willingness

Mechanisms to regulate participants’ behaviors Behavior guidance

Types of regulatory

mechanisms

Proved the incentive

mechanisms’ effectiveness

Reward and punishment

mechanisms

Reward mechanisms, punishment mechanisms,

trust mechanisms, publicity and training

mechanisms

Implications of multiple

regulatory mechanisms

Scenarios of

regulatory

mechanisms

Proposed mechanisms for

regulators

Government regulates

security researchers

Government regulates SRCs, government regulates

security researchers, SRCs’ regulate security

researchers, etc

Application of multiple

regulatory scenarios

https://doi.org/10.1371/journal.pone.0304467.t001
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(money, gifts) and reputation (hall of fame, industry prestige), etc. When profits are signifi-

cant, security researchers may take illegal behaviors that violate crowd-testing rules, and they

may even sell discovered vulnerability information to the black market. Therefore, security

researchers have two strategies, i.e., “legal participation” and “illegal participation”.

The government primarily refers to agencies responsible for cybersecurity regulation,

including government departments such as the Cyber Security Office, National Security

Agency, Ministry of Industry and Information Technology, as well as cybersecurity technology

centers such as Computer Emergency Response Teams and Center for Internet Security.

These agencies are responsible for managing vulnerability disclosure activities, and their

responsibilities encompass coordinating the vulnerability disclosure process, promoting col-

laborative vulnerability disclosure and real-time sharing of vulnerability information, jointly

assessing and managing vulnerability risks, and against illegal activities related to vulnerability

disclosure. Theoretically, both SRCs and security researchers are regulated by the government.

However, in reality, vulnerability disclosure spans various industries with numerous entities.

In the condition of limited personnel, financial, and material resources, government regula-

tory efforts may vary significantly. Therefore, the government typically adopts two behavioral

strategies, i.e., “strict regulation” and “lax regulation”.

In cases where SRCs are driven by negative management motivations stemming from fac-

tors like time, cost, and funding, it may result in inadequate management, a lack of respect for

the security researchers’ efforts, and a deficit in effective communication with them. This may

lead to mistrust between SRCs and security researchers, which further affects their cooperative

relationship, causing losses for both parties. Security researchers help SRCs discover vulnera-

bilities but are also driven by their own interests, so they do not always prioritize SRCs’ rules.

When security researchers are legal participants, they receive bounties from SRCs based on the

severity and value of the vulnerabilities. However, when they are illegal participants, they may

violate SRCs’ rules and face punishments under SRCs’ positive management, while they also

could gain illegal benefits. For the government, it punishes SRCs and security researchers who

violate legal regulations, while also rewarding those SRCs who engage in positive management.

The game relationship among these three parties is shown in Fig 2.

3.2 Assumptions and variables

Assumption 1. The set of strategies for SRCs is {active management, negative management}, the
probability of active management is x, and the probability of negative management is 1 − x; the

Fig 2. Game relationship among SRCs, security researchers and the government.

https://doi.org/10.1371/journal.pone.0304467.g002
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set of strategies for security researchers is {legal participation, illegal participation}, the probabil-
ity of legal participation is y, and the probability of illegal participation is 1 − y; the set of strate-
gies for the government is {strict regulation, lax regulation}, the probability of strict regulation is
z, and the probability of lax regulation is 1 − z, in which x, y and z 2 [0, 1].

Assumption 2. The basic benefits for SRCs participating in security crowd-testing are S1,

which include obtaining vulnerability information to improve system security, enhancing user
trust, and establishing a positive credit of actively addressing security issues. The basic costs of
SRCs are C1, including operational costs and incentive costs. Operational costs cover expenses for
running and maintaining the security crowd-testing platform, formulating vulnerability crowd-
testing guidelines, auditing vulnerability quality, and assessing vulnerability risks. Incentive costs
include expenses for organizing cybersecurity skills competitions, vulnerability bounties, team
bonuses, credit rewards, honor lists, etc. It is worth noting that there is a superlinear relationship
between the number of security researchers and the number of vulnerabilities discovered. In
other words, the more security researchers participate, the higher the quality of SRCs’ services
and the system’s security level. In the case of positive management, a higher degree of active man-
agement α will attract more security researchers, resulting in higher benefits and costs. Therefore,
the benefits of SRCs’ active management are αS1, and the costs are αC1. Additionally, SRCs’ neg-
ative management receives additional benefits S2, for example, concealing the authenticity and
severity of vulnerabilities to reduce the bounties paid to security researchers, where S1 + S2 > αS1.

Security researchers of illegal participation cause losses to SRC’ L1, including vulnerability infor-
mation leakage and exploitation of vulnerabilities.

Assumption 3. The costs of security researchers to participate in security crowd-testing are
C2, including tools, time, and effort required to discover vulnerabilities, which are the same for
legal and illegal participation. The benefits for security researchers’ legal participants are P1,

which include bounties, reputation, and credits earned, while those who illegally participate earn
higher benefits of P2, including benefits from infiltrating other systems or illegally selling vulnera-
bilities, in which P1 < P2. SRCs with positive management can detect the illegal behaviors in time
and impose punishments of F, such as freezing credit rewards, banning the conversion of bonuses,
etc. However, in the case of negative management, SRCs may not detect security researchers’ ille-
gal behaviors promptly. Additionally, SRCs’ negative management causes losses of L2 to security
researchers who participate legally, such as not responding promptly or refusing to acknowledge
vulnerabilities submitted by researchers, in which L2� P1 < P2.

Assumption 4. The costs of the government’s strict regulation are C3, which include costs of
improving the establishment of a supervisory system for vulnerability disclosure, inspections of
non-compliance with disclosure regulations, optimization of cybersecurity vulnerability manage-
ment technologies, and participation in vulnerability disclosure audit. Strict regulation can
increase public satisfaction and enhance government credibility, resulting in regulatory benefits
for the government of R. To promote collaborative vulnerability disclosure, the government usu-
ally implements rewards and punishments measures. Specifically, the government provides
rewards of A for SRCs’ active management, imposes punishments of K1 for SRCs’ negative man-
agement, and gives punishments of K2 for security researchers of illegal participation, such as
warnings, fines and rectifications. In the case of lax regulation, there are no regulatory costs or
benefits.

Assumption 5. Trust between SRCs and security researchers is crucial. In the case of active
management, SRCs always pay additional trust costs C4 to establish and maintain long-term
effective trust relationships, including the establishment of vulnerability reporting response mech-
anisms, timely coordination and communication, feedback on the progress of vulnerability dis-
closure, etc. At this time, the higher level of trust between the two parties brings trust benefits of
S3 to SRCs. For example, security researchers tend to participate in crowd-testing tasks from
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SRCs with higher trustworthiness. In contrast, SRC’ negative management are unwilling to pay
additional trust costs, leading to an escalation of conflicts, resulting in losses of L3 to SRCs, such
as the loss of security researchers boycotting SRCs’ crowd-testing tasks and reputational damage
from media coverage, etc. As there is no trust issue between security researchers of illegal partici-
pation and SRCs, we do not consider this situation in the game.

Assumption 6.When SRCs choose active management and security researchers choose legal
participation, it brings social benefits of M. However, when SRCs engage in negative management
or security researchers engage in illegal participation, the social losses would be W.

Table 2 presents the parameters along with their meanings.

3.3 Model construction

Based on the assumptions and parameters defined, the game payoff matrix of the tripartite is

shown in Table 3.

Table 2. The main parameters of the tripartite regulatory game model under security crowd-testing.

Participants Parameters Meanings

SRCs α The degree of SRCs’ active management;

C1 The basic costs of SRCs;

C4 The trust costs of SRCs’ active management;

S1 The basic benefits of SRCs;

S2 The additional benefits of SRCs’ negative management;

S3 The trust benefits of SRCs’ active management;

L1 The losses of SRCs caused by security researchers’ illegal participation;

L3 The trust losses of SRCs’ negative management;

Security

researchers

P1 The benefits of security researchers’ legal participation;

P2 The benefits of security researchers’ illegal participation;

C2 The benefits of security researchers;

F The SRCs’ punishments for security researchers’ illegal participation;

L2 The losses of security researchers caused by SRCs’ negative management;

Government R The benefits of the government’s strict regulation;

C3 The costs of the government’s strict regulation;

A The government’s rewards for SRCs’ active management;

K1 The government’s punishments for SRCs’ negative management;

K2 The government’s punishments for security researchers’ illegal participation;

M Social welfare when SRCs choose active management and security researchers

choose illegal participation;

W Social losses caused by SRCs’ negative management or security researchers’ illegal

participation.

https://doi.org/10.1371/journal.pone.0304467.t002

Table 3. Payment matrix of evolution game among SRCs, security researchers and the government.

Strategies SRCs Security researchers Government

(x,y,z) αS1 + S3 + A − αC1 − C4 P1 − C2 R + M − C3 − A
(x,y,1 − z) αS1 + S3 − αC1 − C4 P1 − C2 M
(x,1 − y,z) αS1 + A − αC1 − C4 − L1 + F P1 − C2 − K2 − F R + K2 − C3 − A −W

(x,1 − y,1 − z) αS1 − αC1 − C4 − L1 + F P2 − C2 − F −W
(1 − x,y,z) S1 + S2 − K1 − C1 − L3 P1 − C2 − L2 R + K1 − C3 −W

(1 − x,y,1 − z) S1 + S2 − C1 − L3 P1 − C2 − L2 −W
(1 − x,1 − y,z) S1 + S2 − K1 − C1 − L1 P2 − C2 − K2 R + K1 + K2 − C3 −W

(1 − x,1 − y,1 − z) S1 + S2 − C1 − L1 P2 − C2 −W

https://doi.org/10.1371/journal.pone.0304467.t003
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4 Evolutionary stability analysis

4.1 Stability analysis of SRCs

According to Table 2, the expected income E11 or E12 of SRCs when they choose the “active

management” or “negative management” strategy is respectively:

E11 ¼ yzðaS1 þ S3 þ A � aC1 � C4Þ þ yð1 � zÞðaS1 þ S3 � aC1 � C4Þþ

ð1 � yÞzðaS1 þ A � aC1 � C4 � L1 þ FÞþ

ð1 � yÞð1 � zÞðaS1 � aC1 � C4 � L1 þ FÞ

ð1Þ

E12 ¼ yzðS1 þ S2 � K1 � C1 � L3Þ þ yð1 � zÞðS1 þ S2 � C1 � L3Þþ

ð1 � yÞzðS1 þ S2 � K1 � C1 � L1Þ þ ð1 � yÞð1 � zÞðS1 þ S2 � C1 � L1Þ
ð2Þ

The average expected income E1 of SRCs is:

E1 ¼ xE11 þ ð1 � xÞE12
ð3Þ

According to Formulas 1, 2 and 3, we can further obtain the replicator dynamics equation

of SRCs’ strategy as follows:

FðxÞ ¼
dx
dt
¼ xðE11 �

�E1Þ ¼ xðx � 1Þ

½S1 þ S2 þ aC1 þ C4 � C1 � aS1 � F þ ðF � L3 � S3Þy � ðAþ K1Þz�
ð4Þ

The first-order derivatives of x and G(y) are as follows:

dðFðxÞÞ
dx

¼ ð2x � 1Þ½S1 þ S2 þ aC1 þ C4 � C1 � a S1 � F�

ðF � L3 � S3Þy � ðAþ K1Þz�
ð5Þ

GðyÞ ¼ S1 þ S2 þ aC1 þ C4 � C1 � a S1 � F þ ðF � L3 � S3Þy � ðAþ K1Þz ð6Þ

In order to find the probability of SRCs choosing active management in the steady state, it

must be satisfied that F(x) = 0, and
dðFðxÞÞ
dx < 0. As @G(y)/@y< 0, G(y) is a decreasing function

with respect to y.
When y = S1 + S2 + αC1 + C4 − C1 − αS1 − F − (A + K1) z/L3 + S3 − F = y**, G(y) = 0,

so
dðFðxÞÞ
dx ¼ 0, that is F(x) = 0, at this time all x is in a stable state. When y < y*, G(y) < 0,

and d(F(x))/dx|x = 0 < 0, at this time for any x = 0 as an evolutionary stabilization strategy

for SRCs. Conversely, x = 1 is an evolutionary stabilization strategy for SRCs. The strategy

evolution phase diagram of SRCs is shown in Fig 3:
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Fig 3 shows that the volume of the probability that SRCs choose negative management is

VA1
of A1, and the volume of the probability that they choose compliance disclosure behavior

is VA2
of A2:

VA1
¼

Z 1

0

Z 1

0

S1 þ S2 þ aC1 þ C4 � C1 � a S1 � F � ðAþ K1Þz
L3 þ S3 � F

dzdx

¼
2S1 þ 2 S2 þ 2aC1 þ 2C4 � 2C1 � 2a S1 � 2F � A � K1

2ðL3 þ S3 � FÞ

ð7Þ

VA2
¼ 1 � VA1

¼
2L3 þ 2S3 þ 2C1 þ Aþ K1 � 2ðS1 þ S2Þ � 2ðaC1 þ C4Þ

2ðL3 þ S3 � FÞ
ð8Þ

Proposition 1. The probability that SRCs choose active management is positively correlated
with trust losses and gains, and the governments’ rewards and punishments, while negatively cor-
related with the benefits of negative management and the costs of active management.
Proof. The probability of SRCs active management is VA1

, By solving for the first-order par-

tial derivatives of the elements, we get:@VA1
=@ðL3 þ S3Þ > 0, @VA1

=@ðAþ K1Þ > 0,

@VA1
=@ðS1 þ S2Þ < 0, @VA1

=@ðaC1 þ C4Þ < 0. Therefore, the increase of L3, S3, A, and K1, and

the decrease of S1 + S2 and αC1 + C4 can make the SRCs increase the probability of active

management.

Proposition 1 indicates that increasing the benefits of SRCs’ active management can reduce

the probability of their negative management. Therefore, the government can take various

measures to enhance SRCs’ willingness to choose active management, which includes

strengthening reward mechanisms and guiding the behavior of SRCs and security researchers

through media promotion and policy documents to promote the establishment of the trust

relationship. Simultaneously, enhancing the degree of punishments, which can rigorously con-

trol the benefits of negative management to decrease the costs of active management, can pro-

mote the stable development of SRCs.

Fig 3. Strategy evolution phase diagram of SRCs.

https://doi.org/10.1371/journal.pone.0304467.g003
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4.2 Stability analysis of security researchers

According to Table 2, the expected income E21 or E22 of security researchers when they choose

the “legal participation” or “illegal participation” strategy is respectively:

E21 ¼ xzðP1 � C2Þ þ xð1 � zÞðP1 � C2Þ þ ð1 � xÞzðP1 � C2 � L2Þþ

ð1 � xÞð1 � zÞðP1 � C2 � L2Þ
ð9Þ

E22 ¼ xzðP2 � C2 � K2 � FÞ þ xð1 � zÞðP2 � C2 � FÞþ

ð1 � xÞzðP2 � C2 � K2Þ þ ð1 � xÞð1 � zÞðP2 � C2Þ
ð10Þ

The average expected income E2 of security researchers is:

E2 ¼ yE21 þ ð1 � yÞE22
ð11Þ

According to Formulas 9, 10 and 11, we can further obtain the replicator dynamics equa-

tion of the strategy selection of security researchers as follows:

FðyÞ ¼ dy=dt ¼ yðE21 � E2Þ ¼ yðy � 1Þ½L2 þ P2 � P1 � ðF þ L2Þx � K2z� ð12Þ

The first-order derivative of y is as follows:

dðFðyÞÞ
dy

¼ ð2y � 1Þ L2 þ P2 � P1 � F þ L2ð Þx � K2z½ �½ ð13Þ

Let:

JðzÞ ¼ L2 þ P2 � P1 � ðF þ L2Þx � K2z ð14Þ

In order to find the probability of security researchers choosing legal participation in the

steady state, it must be satisfied that F(y) = 0 and d(F(y))/dy< 0, which results in J(z) being a

decreasing function.

When z = L2 + P2 − P1 − (F + L2) x/K2 = z*, J(z) = 0, at this time
dðFðyÞÞ
dy ¼ 0, for any y is in a

stable state. When z< z*, G(z)> 0, at this time d(F(y))/dy|y=0 < 0, y = 0 is an evolutionary sta-

bilization strategy for security researchers. Conversely, y = 1 is an evolutionary stabilization

strategy. The strategy evolution phase diagram of security researchers is shown in Fig 4.

According to Fig 4, the volume of the probability of security researchers’ legal participation

is VB1
of B1, and the volume of the probability of illegal participation is VB2

of B2:

VB2
¼

Z 1

0

Z 1

0

L2 þ P2 � P1 � ðF þ L2Þx
K2

dxdy ¼
L2 þ 2P2 � 2P1 � F

2K2

ð15Þ

VB1
¼ 1 � VB2

¼
2K2 � L2 � 2P2 þ 2P1 þ F

2K2

ð16Þ

Proposition 2. The probability of security researchers’ legal participation is positively correlated
with the benefits of legal participation and the punishments imposed by the government and
SRCs, while negatively correlated with the losses from negative management by SRCs and the
benefits of illegal participation.

Proof. Based on the expression for the probability of security researchers’ legal participation

VB1
, the first-order partial derivative of each element is obtained: @VB1

=@P1 > 0,

@VB1
=@K2 > 0, @VB1

=@F > 0, @VB1
=@L2 < 0, @VB1

=@P2 < 0. Thus, both an increase in P1, K2,
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and F and a decrease in P2 and L2 both increase the probability of security researchers’ legal

participation.

Proposition 2 suggests that when the illegal benefits of security researchers participating

illegally are too high, the government should strengthen regulation. Additionally, the govern-

ment can reduce the probability of security researchers’ illegal participation by cooperating

with SRCs in regulation and providing timely punishments.

4.3 Stability analysis of the government

Similarly, the expected income E31 or E32 of the government when choosing “strict regulation”

or “lax regulation” strategy is respectively:

E31 ¼ xyðRþM � C3 � AÞ þ xð1 � yÞðRþ K2 � C3 � A � WÞ

þð1 � xÞyðR þ K1 � C3 � WÞ þ ð1 � xÞð1 � yÞðRþ K1 þ K2 � C3 � WÞ
ð17Þ

E32 ¼ xyM þ xð1 � yÞð� WÞ þ ð1 � xÞyð� WÞ þ ð1 � xÞð1 � yÞð� WÞ ð18Þ

The average expected income E3 of the government is:

E3 ¼ zE31 þ ð1 � zÞE32
ð19Þ

According to Formulas 17, 18 and 19, we can further obtain the replicator dynamics equa-

tion of the behavior strategy selection of the government as follows:

FðzÞ ¼ dz=dt ¼ zðE31 � E3Þ ¼ zðz � 1Þ½C3 � K1 � K2 � Rþ ðAþ K1Þxþ K2y� ð20Þ

The first-order derivatives of z, and the setH(y) are as follows:

dðFðzÞÞ
dz

¼ ð2z � 1Þ C3 � K1 � K2 � Rþ Aþ K1ð Þxþ K2y½ � ð21Þ

HðyÞ ¼ C3 � K1 � K2 � Rþ ðAþ K1Þxþ K2y ð22Þ

Fig 4. Strategy evolution phase diagram of security researchers.

https://doi.org/10.1371/journal.pone.0304467.g004
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The government chooses strict regulation in a steady state must be satisfied that F(z) = 0,

and d(F(z))/dz< 0. It can be derived that @H(y)/@y> 0,H(y) is an increasing function with

respect to y.
When y = C3 − K1 − K2 − R + (A + K1) x/K2 = y**, at this timeH(y) = 0, and

dðFðzÞÞ
dz ¼ 0, for

any z is in a stable state. When y< y*, G(z)>0, at this timeH(y)< 0, and d(F(z))/dz|z=1 > 0,

z = 1 is an evolutionary stabilization strategy. Conversely, z = 0 is an evolutionary stabilization

strategy. The strategy evolution phase diagram of the government is shown in Fig 5.

From Fig 5, the volume of the probability that the government strict regulation is VC1
of C1,

and the volume of the probability that the government strict regulation is VC2
of C2:

VC1
¼

Z 1

0

Z 1

0

C3 � K1 � K2 � Rþ ðAþ K1Þx
K2

dxdz ¼
2C3 � K1 � 2K2 � 2Rþ A

2K2

ð23Þ

VC2
¼ 1 �

2C3 � K1 � 2K2 � 2Rþ A
2K2

¼
K1 � 2C3 þ 6K2 þ 2R � A

2K2

ð24Þ

Proposition 3. The probability that the government implements strict regulation is positively
correlated with its punishments for SRCs and security researchers, and regulatory benefits, while
negatively correlated with the costs of strict regulation and rewards of the government.
Proof. According to the VC1

, it is derived that @VC1
=@K1 > 0, @VC1

=@K2 > 0, @VC1
=@R > 0,

@VC1
=@C3 < 0, @VC1

=@A < 0. Therefore, an increase in K1, K2, R and a decrease in C3, A can

lead to an increase in the probability of the government’s strict regulation.

Proposition 3 indicates that the severity of government punishments is positively correlated

with the degree of strict regulation and negatively correlated with the level of rewards. In other

words, higher regulatory benefits can incentivize the government to rigorously fulfill its regula-

tory responsibilities.

4.4 Systematic equilibrium point analysis of the tripartite evolutionary

game

The above equilibrium point is not completely an evolutionary stability strategy for replicating

a dynamic system. In asymmetric games, the mixed strategy equilibrium points are saddle

points, and the strategies at strict Nash equilibrium are all pure. Therefore, we only focus on

Fig 5. Strategy evolution phase diagram of the government.

https://doi.org/10.1371/journal.pone.0304467.g005
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analyzing the stability of the eight pure strategy equilibrium points. It is necessary to further

discuss the stability of the system equilibrium point by using the Jacobian matrix local stability

analysis method. According to the Lyapunov theorem, when all the eigenvalues in the Jacobi

matrix are satisfied with negative real parts, then the potential equilibrium point represents an

evolutionarily stable strategy in the evolutionary game. The Jacobian matrix of the tripartite

evolutionary game system is

J ¼

J1 J2 J3

J4 J5 J6

J7 J8 J9

2

6
6
6
4

3

7
7
7
5
¼

@FðxÞ=@x @FðxÞ=@y @FðxÞ=@z

@FðyÞ=@x @FðyÞ=@y @FðyÞ=@z

@FðzÞ=@x @FðzÞ=@y @FðzÞ=@z

2

6
6
6
4

3

7
7
7
5

ð25Þ

Where

J1 ¼ ð2x � 1Þ½S1 þ S2 þ aC1 þ C4 � C1 � a S1 � F þ ðF � L3 � S3Þy � ðAþ K1Þz� ð26Þ

J2 ¼ xðx � 1ÞðF � L3 � S3Þ ð27Þ

J3 ¼ xðx � 1Þð� A � K1Þ ð28Þ

J4 ¼ yðy � 1Þð� F � L2Þ ð29Þ

J5 ¼ ð2y � 1Þ½L2 þ P2 � P1 � ðF þ L2Þx � K2z� ð30Þ

J6 ¼ yðy � 1Þð� K2Þ ð31Þ

J7 ¼ zðz � 1ÞðAþ K1Þ ð32Þ

J8 ¼ zðz � 1ÞK2 ð33Þ

J9 ¼ ð2z � 1Þ½C3 � K1 � K2 � Rþ ðAþ K1Þxþ K2y� ð34Þ

The eigenvalues of the Jacobian matrix corresponding to the eight equilibrium points and

the system stability are shown in Table 4.

It can be seen that E2(0, 1, 0) is never an equilibrium under any case, indicating the absence

of security researchers choosing the legal participation strategy without external incentives.

This indirectly illustrates the crucial role played by the government in guiding security

researchers’ behavior. As for point E5(1, 0, 0), when SRCs choose active management, in real-

ity, offering substantial rewards and diverse incentives, security researchers tend to legal par-

ticipation rather than engage in illegal activities like trading in the black market for

vulnerabilities. This point contradicts reality, so it is excluded.

Furthermore, it is calculated that E8(1, 1, 1) is in a stable state. In this scenario, the govern-

ment regulation tends to become routine, with SRCs actively communicating and collaborat-

ing with it. At this time, SRCs stay updated on the latest regulatory developments, enhance

risk management and preventive measures, and avoid non-compliant disclosure behavior.

Meanwhile, SRCs make efforts to improve the rules of security crowd-testing, define internal

responsibilities, specify the scope of security researchers’ authority, rigorously follow vulnera-

bility approval and authorization procedures, and enhance relevant incentive mechanisms. In

this context, the advantages of SRCs’ active management become evident, and they tend to
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choose active management strategy, i.e., C4 + S1 + S2 + αC1 − C1 − A − K1 − S3 − L3 − αS1 < 0.

Through the continuous development of SRCs, the legitimacy, security, and stability of the

security researcher crowd-testing environment have improved, making it more attractive to

security researchers, with P2 − K2 − P1 − F< 0, prompting security researchers to prefer the

legal participation strategy. For the government, SRCs and security researchers actively coop-

erate, gradually reducing the government’s regulatory costs, and significantly increasing regu-

latory benefits, i.e., A + C3 − R< 0, leading the government to implement strict regulatory

strategy. Ultimately, the system achieves the ideal state of active management, legal participa-

tion, strict regulation in collaborative vulnerability disclosure.

5 Numerical simulation

To verify the validity of evolutionary stability and the dynamic evolution process of three par-

ties’ collaborative disclosure in security crowd-testing, this paper conducts numerical simula-

tions by MATLAB. Based on the model analysis, the conditions that need to be satisfied: C4 +

S1 + S2 + αC1 − C1 − A − K1 − S3 − L3 − αS1 < 0, P2 − K2 − P1 − F< 0. With reference to the

parameter setting method of Liu et al. [54], the parameter values in this study are mainly deter-

mined by two methods. Firstly, based on real cases and literature references, we refer to param-

eter values and research results from Walshe et al. [55] and Zhao et al. [56], setting: P1 = 20, P2

= 50, C2 = 20, L1 = 60, L3 = 100. Based on the policy text analysis of the “Cyber Security Law of

the People’s Republic of China”, setting: R = 100, C3 = 50, A = 20, K1 = 15, K2 = 35. Secondly,

according to official data from HackerOne and the equilibrium above condition requirements,

setting: α = 1.5, C1 = 30, C4 = 10, S1 = 90, S2 = 60, S3 = 30, F = 5, L2 = 50.

1. The impact of initial willingness on the system

Assuming other parameters remain unchanged, setting the initial willingness of the three

Table 4. Eigenvalues corresponding to pure strategy equilibrium points.

Equilibrium

Point

Eigenvalue Stability

λ1 λ2 λ3

E1(0, 0, 0) C1 + αS1 + F − S1 − S2 − αCl − C4

(−)

P1 − L2 − P2

(−)

K1 − C3 + K2 +

R
(−)

Stable point

E2(0, 1, 0) C1 + L3 + S3 + αS1 − C4 − S1 − S2 − αC1

(−)

L2 − P1 + P2

(+)

K1 − C3 + R
(+)

Unstable

point

E3(0, 0, 1) A + C1 + K1 + F + αS1 − C4 − S1 − S2 − αC1

(−)

K2 + P1 − P2 −
L2

(−)

C3 − K1 − K2 −
R

(−)

Stable point

E4(0, 1, 1) A + C1 + K1 + L3 + S3 + αS1 − C4 − S1 − S2 −
αC1

(−)

L2 + P2 − P1 −
K2

(−)

C3 − K1 − R
(−)

Stable point

E5(1, 0, 0) S1 + S2 + αC1 + C4 − αS1 − C1 − F
(−)

F + P1 − P2

(+)

K2 − C3 − A +

R
(+)

Unstable

point

E6(1, 1, 0) C4 + S1 + S2 + αC1 − S3 − C1 − L3 − αS1

(−)

P2 − P1 − F
(−)

R − C3 − A
(−)

Stable point

E7(1, 0, 1) C4 + S1 + S2 + αC1 − C1 − F − K1 − αS1 − A
(−)

F + K2 + P1 −
P2

(−)

A + C3 − K2 −
R

(−)

Stable point

E8(1, 1, 1) C4 + S1 + S2 + αC1 − C1 − A − K1 − S3 − L3

− αS1

(−)

P2 − K2 − P1 −
F

(−)

A + C3 − R
(−)

Stable point

https://doi.org/10.1371/journal.pone.0304467.t004
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parties to choose the cooperation strategy is (x = 0.7, y = 0.2, z = 0.3), (x = 0.5, y = 0.5,

z = 0.5), (x = 0.3, y = 0.8, z = 0.7), which is the baseline model for the subsequent analysis.

The impact of the initial willingness on the evolution system is shown in Fig 6.

It can be observed that the initial willingness of SRCs, security researchers, and the govern-

ment has no impact on the system’s evolution strategy, which evolves into the ideal state of

collaborative vulnerability disclosure{active management, legal participation, strict regula-

tion}. However, the higher the initial willingness of the three parties to choose cooperative

strategies, the faster the system reaches the ideal state of collaborative vulnerability disclo-

sure. Therefore, it can be inferred that in the early stages of SRCs’ establishment, the gov-

ernment and enterprises should actively establish relevant regulatory measures. Specifically,

Fig 6. The impact of initial willingness on evolutionary results. (a)Initial willingness is (x = 0.7, y = 0.2, z = 0.3). (b)Initial willingness is (x = 0.5, y = 0.5, z = 0.5). (c)

Initial willingness is (x = 0.3, y = 0.8, z = 0.7).

https://doi.org/10.1371/journal.pone.0304467.g006
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the government should strengthen the regulation of SRCs and security researchers, guiding

and regulating their behaviors. Simultaneously, SRCs should enhance the management of

security researchers to standardize their behaviors, facilitating the acceleration of reaching

the ideal state of collaborative disclosure.

2. The impact of the government regulation benefits on the system

Based on the initial willingness of (x = 0.7, y = 0.2, z = 0.3), setting R to be 150 or 50. The

impact of the government regulation benefits on the evolution system is shown in Fig 7.

When R is high, the probability of the three choosing cooperative strategies is higher, and

the system stabilizes at the ideal state of collaborative vulnerability disclosure. Moreover,

the time of the system to reach the stable state is shortened compared to the baseline model.

However, when R is relatively low, the government usually weighs the regulatory costs and

benefits. When the government realizes that SRCs have initially achieved positive develop-

ment, it may have lax regulations. In this case, SRCs progressively adopt the negative man-

agement strategy, and security researchers who lack the government’s strict regulations

choose the illegal participation strategy, leading to an absence of a stable state. Therefore,

the government needs to employ various mechanisms to efficiently regulate vulnerability

disclosure, reduce regulatory costs and increase regulatory benefits. Additionally, the gov-

ernment should actively establish a positive regulatory image, and improve its reputation,

to enhance the willingness of SRCs and security researchers to cooperate with regulation,

thereby increasing regulatory benefits.

3. The impact of the government’s rewards and punishments for SRCs on the system

Based on the above analysis, we investigate the government’s incentive mechanism for

SRCs from two aspects, i.e., the reward mechanism and the punishment mechanism. First,

assuming other variables remain unchanged, we set the government’s rewards for SRCs A
to 10, 30, 50, or 70, and the impact on the evolution system is shown in Fig 8.

When A is low, the government’s cost of implementing strict regulatory strategies is low,

Fig 7. The impact of the government regulatory benefits on evolutionary results. (a)The government regulatory benefits R = 150. (b)The government regulatory

benefits R = 50.

https://doi.org/10.1371/journal.pone.0304467.g007
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and the probability of adopting the cooperative strategy is slightly higher compared to the

baseline model. For SRCs, the benefits obtained from the government are low, but the costs

of adopting the active management strategy are high, leading to a lower probability of the

active management strategy. For security researchers, SRCs’ negative management

increases their willingness to engage in illegal activities, leading to the system evolving into

an ineffective state of {negative management, illegal participation, strict regulation}. When

A = 50, the system reaches the ideal state of collaborative vulnerability disclosure. When A
is excessive, although the probability of SRCs adopting the active management strategy

increases, the government’s costs increase, reducing the probability of the government’s

strict regulation, which leads to the system evolving into an ineffective state of {active man-

agement, legal participation, lax regulation}. It is evident that the government’s rewards can

Fig 8. The impact of the government rewards for SRCs on evolutionary results. (a) The government’s rewards for SRCs A = 10. (b)The government’s rewards for SRCs

A = 30. (c)The government’s rewards for SRCs A = 50. (d) The government’s rewards for SRCs A = 70.

https://doi.org/10.1371/journal.pone.0304467.g008
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incentivize SRCs and security researchers to adopt cooperative strategies, but there exists

an effective threshold.

To further investigate the government’s punishments for SRCs, we set K1 to 10, 30, 50, or

70, and the results are shown in Fig 9. When K1 is low, SRCs face to lower punishment costs

and higher excess benefits, making them more inclined to adopt the negative management

strategy. In this scenario, influenced by SRCs’ negative management, security researchers

tend to adopt the illegal participation strategy, ultimately leading to the system evolving into

an ineffective state of {negative management, illegal participation, strict regulation}. As K1

increases, SRCs gradually adopt the active management strategy to reduce punishment

costs. When K1 = 50, punishments for SRCs are sufficient to regulate security researchers’

behavior, and the system evolves into the ideal state of collaborative vulnerability disclosure.

Fig 9. The impact of the government punishments for SRCs on evolutionary results. (a) The government’s punishments for SRCs K1 = 10. (b)The government’s

punishments for SRCs K1 = 30. (c)The government’s punishments for SRCs K1 = 50. (d)The government’s punishments for SRCs K1 = 70.

https://doi.org/10.1371/journal.pone.0304467.g009
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However, when K1 is too high, to avoid excessive punishments, SRCs implement overly

strict management of security researchers, which reduces security researchers’ probability of

legal disclosure, leading to an ineffective state of {active management, illegal participation,

strict regulation}. This suggests that the government can regulate the behaviors of SRCs and

security researchers by increasing punishments for SRCs, but should avoid excessive.

4. The impact of the government’s punishments for security researchers on the system

Based on the above analysis, we investigate the government’s incentive mechanism for secu-

rity researchers. Assuming other variables remain unchanged, we set the government’s

punishments for security researchers K2 to 20, 40, 60 or 80, and its impact on the evolution

of the system is shown in Fig 10.

Fig 10. The impact of the government punishments for security researchers on evolutionary results. (a)The government’s punishments for security researchers K2 =

20. (b)The government’s punishments for security researchers K2 = 40. (c)The government’s punishments for security researchers K2 = 60. (d)The government’s

punishments for security researchers K2 = 80.

https://doi.org/10.1371/journal.pone.0304467.g010
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When K2 is low, security researchers’ illegal participation benefits far outweigh the punish-

ments, prompting them to choose the illegal participation strategy. Simultaneously, SRCs

adopt negative management due to the lack of legal security researchers, resulting in the

system evolving into an ineffective state of {active management, illegal participation, strict

regulation}. As K2 increases, security researchers are initially motivated by the punishment

mechanism to engage in legal participation. SRCs are incentivized when K2 = 60, leading to

the system evolving into the ideal state of collaborative vulnerability disclosure. Thereafter,

with the increase in K2, all parties rapidly adopt cooperative strategies, and the time for the

system to reach the ideal state is shortened. It is evident that the government’s punishments

for security researchers simultaneously incentivize both parties.

5. The impact of SRCs’ punishments for security researchers on the system

To further investigate the SRCs’ incentive mechanism for security researchers, we set the

SRCs’ punishments for security researchers F to 10, 30, 50 or 70, and the results are shown

in Fig 11.

When F is low, the costs of illegal participation for security researchers are low while the

benefits are high, leading them to adopt the illegal participation strategy. Simultaneously,

SRCs tend to adopt negative management due to the lack of legal security researchers,

resulting in an ineffective state of {negative management, illegal participation, strict regula-

tion}. As F increases, security researchers gradually shift towards the legal participation

strategy incentivized by stricter punishment mechanisms. And SRCs accelerate the adop-

tion of the active management strategy, leading the system to evolve into the ideal state of

collaborative vulnerability disclosure. However, when F is excessively high, it may diminish

the enthusiasm of security researchers for participation and reduce SRCs’ willingness for

active management. Additionally, although the government’s stable strategy remains unaf-

fected, SRCs’ punishment mechanisms provide complementary for government regulation,

resulting in a longer time for the government to reach stability compared to the baseline

model. It is evident that SRCs implementing reasonable punishment mechanisms can effec-

tively regulate security researchers’ behaviors, enhance their management effectiveness, and

to some extent compensate for deficiencies in government regulation.

6. The impact of SRCs’ trust benefits on the system

To promote cooperation between SRCs and security researchers, we investigate the trust

mechanism between SRCs and security researchers. Assuming other variables remain

unchanged, we set the trust benefits S3 to 5 or 50, and its impact on the evolution of the sys-

tem is shown in Fig 12.

When S3 is low, the trust level between SRCs and security researchers is low, and building

trust relationships is costly, which leads to SRCs lacking enthusiasm for cooperating with

security researchers and tending to choose the negative management strategy. Security

researchers may adopt illegal behavior due to the inability to communicate with SRCs in

time or to obtain bounties, resulting in the system being unable to evolve into a stable state.

When S3 is high, a high trust level is established between SRCs and security researchers,

yielding significant trust benefits, which motivates both parties to adopt the cooperative

strategy to maintain long-term collaboration, leading the system to evolve into the ideal sta-

ble state of collaborative vulnerability disclosure. This underscores the importance of estab-

lishing trust relationships between SRCs and security researchers and its significant

implications for the long-term stability of security crowd-testing.

7. The impact of security researchers’ illegal benefits on the system

Furthermore, to guide security researchers to engage in legal participation, we investigate
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the publicity and training mechanisms for them. Assuming other variables remain

unchanged, we set the security researchers’ illegal benefits P2 to 10 or 90, and its impact on

the evolution of the system is shown in Fig 13.

When P2 is low, security researchers actively participate in security crowd-testing to earn

bounties, increasing the probability of legal participation. Simultaneously, SRCs manage

actively, ultimately leading the system to evolve into a stable state of collaborative vulnera-

bility disclosure. However, with the increase in P2, higher illegal benefits induce security

researchers to adopt the illegal participation strategy rather than the legal one. In this case,

the security crowd-testing market environment deteriorates, making it challenging for

SRCs to achieve expected benefits, reducing their enthusiasm for active management,

Fig 11. The impact of SRCs’ punishments for security researchers on evolutionary results. (a)SRCs’ punishments for security researchers F = 10. (b)SRCs’ punishments

for security researchers F = 30. (c)SRCs’ punishments for security researchers F = 50. (d)SRCs’ punishments for security researchers F = 70.

https://doi.org/10.1371/journal.pone.0304467.g011
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which causes the system to evolve into an ineffective state of {negative management, illegal

participation, strict regulation}. This indicates that excessive illegal benefits significantly

hinder the enthusiasm for vulnerability disclosure by SRCs and security researchers, and it

is necessary to take publicity and training mechanisms to guide their behavior.

Fig 12. The impact of SRCs’ trust benefits on evolutionary results. (a)The trust benefits S3 = 5. (b)The trust benefits S3 = 50.

https://doi.org/10.1371/journal.pone.0304467.g012

Fig 13. The impact of security researchers’ illegal benefits on evolutionary results. (a)Security researchers’ illegal benefits P2 = 10. (b)Security researchers’ illegal

benefits P2 = 90.

https://doi.org/10.1371/journal.pone.0304467.g013
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6 Discussion

6.1 Conclusions

Security crowd-testing has reduced the barriers to the vulnerability disclosure process but has

also brought about issues like non-compliant vulnerability disclosure and conflicts of interest.

Therefore, to promote collaborative disclosure among various stakeholders, investigating the

regulatory mechanisms of vulnerability disclosure behaviors in security crowd-testing is essen-

tial. In view of this, based on evolutionary game theory, this paper explores the evolutionary

process of strategies for SRCs, security researchers, and the government, as well as the corre-

sponding stable states. Subsequently, numerical simulations are conducted by MATLAB to

investigate the impact of key parameters on evolutionary stability and propose targeted regula-

tory mechanisms.

Differing from previous studies, we examine the evolution of vulnerability disclosure

behaviors in multi-agent interactions from a management perspective and identify the follow-

ing conclusions. Firstly, in terms of the factors and mechanisms impacting the evolutionary

game system’s steady state, the initial willingness of SRCs, security researchers, and the govern-

ment has no impact on the system’s stable evolutionary strategy, which evolves to the stable

state of collaborative vulnerability disclosure {active management, legal participation, strict

regulation}. The higher their initial willingness to adopt cooperative strategies, the faster the

system reaches this equilibrium, which was consistent with the conclusion of Zhou et al. [51].

However, when government regulatory benefits are low, the system cannot reach a stable state.

Secondly, in terms of the government’s incentive mechanisms for SRCs, increasing rewards

and punishments can incentivize SRCs and security researchers to adopt cooperative strate-

gies. However, excessive punishments result in high regulatory costs that are unfavorable for

the government to implement strict regulation, and excessive rewards induce SRCs to adopt

overly stringent management measures, thereby diminishing the motivation of security

researchers, both of which hinder collaborative disclosure. Chen et al. [50] constructed a simi-

lar evolutionary game model for government subsidies, which also concluded that excessive

government subsidies are detrimental to reaching the system’s steady state. Thirdly, in terms

of the government’s incentive mechanisms for security researchers, different from the findings

of Zhao et al. [56], we find that compared to incentive mechanisms for SRCs, the government’s

increasing punishments for security researchers are more effective, which can encourage SRCs

to adopt cooperative strategies by regulating security researchers’ behaviors. Fourthly, in terms

of SRCs’ incentive mechanisms for security researchers, while SRCs’ increasing punishments

for security researchers may decelerate the government reaching a stable state, it can compen-

sate for the government’s deficiencies in sole regulation by forming a society-wide co-regula-

tory system as mentioned by Chen et al. [53], but excessive punishments should be avoided.

Fifthly, in terms of the trust mechanism between SRCs and security researchers, increasing

trust benefits or reducing illegal benefits can enhance the willingness of SRCs and security

researchers to choose cooperative strategies, which plays an important role in promoting the

system to reach the ideal state of collaborative disclosure. It is consistent with Chen et al. [57]

who used evolutionary game theory to argue that building trust relationships is a crucial part

of public crisis governance.

Combining previous research and based on the analysis results of this paper, we optimize

existing regulatory mechanisms and propose new regulatory mechanisms from the perspective

of the new model of security crowd-testing. In response to different regulators and those being

regulated, incentive mechanisms including the reward mechanism, the punishment mecha-

nism, the trust mechanism, and the publicity and training mechanism have been proposed, as

shown in Fig 14.
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1. The government’s reward and punishment mechanism for SRCs

The government should set appropriate reward levels based on the situation of SRCs and

security researchers, and dynamically adjust the reward mechanism to achieve the dual

goals of reducing regulatory costs and maximizing the effectiveness of the reward mecha-

nism. Meanwhile, to swiftly achieve the goal of collaborative vulnerability disclosure, the

government should adopt the regulatory mechanism as “punishments primarily, rewards

complementary”, while setting scientific punishment levels to achieve effective regulation

without diminishing the enthusiasm of participants in vulnerability disclosure.

2. The government’s punishment mechanism for security researchers

The government should clarify the policy provisions and industry norms of security crowd-

testing and implement strict punishment mechanisms for security researchers. To intensify

punishments for security researchers engaged in illegal activities, the government should

implement measures including administrative sanctions, reputational punishments, and

notification of illegal activities, to fundamentally reduce or prevent the illegal participation

of security researchers, optimizing the environment of the security crowd-testing market.

3. SRCs’ punishment mechanism for security researchers

To incentivize security researchers to participate legally, SRCs must enhance the platform’s

relevant regulations in accordance with the government’s policies, including clearly defin-

ing rights and responsibilities, establishing responsibility boundaries, and clarifying illegal

activities. Moreover, SRCs should promptly detect and punish illegal security researchers

based on platform rules, including fines, revoking credits, and account suspensions. This

supplements government regulation, establishing a collaborative regulatory system between

the government and SRCs.

4. The trust mechanism between SRCs and security researchers

SRCs should proactively implement diverse trust mechanism through multiple channels,

including establishing communication platforms, promoting multi-channel communica-

tion, and implementing vulnerability disclosure credit systems, to actively build a trust

framework enhancing the long-term effectiveness of security crowd-testing vulnerability

disclosure.

Fig 14. Proposed regulatory mechanisms.

https://doi.org/10.1371/journal.pone.0304467.g014
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5. The publicity and training mechanism for security researchers

The government should establish a comprehensive publicity mechanism, including policy

advocacy, the establishment of publicity platforms, and the organization of regular publicity

events, to clarify the severe harm and consequences of illegal activities, reducing security

researchers’ illegal participation willingness. Additionally, SRCs should establish a training

mechanism, including routine training, online training, and periodic evaluations, to

enhance security researchers’ capabilities and reduce their illegal benefits, which can opti-

mize the security crowd-testing environment to promote collaborative vulnerability

disclosure.

6.2 Limitations and future work

This paper provides a theoretical foundation and practical recommendations for regulatory

mechanisms of participants’ vulnerability disclosure behaviors in security crowd-testing.

There are still worthy viewpoints to further study. On one hand, vulnerability disclosure in

security crowd-testing is a complex process involving multiple stakeholders, while we only

focus on the core participants involved in vulnerability disclosure and do not consider various

types and characteristics of participants, such as social public and the media, etc., or consider-

ing the homogeneity or heterogeneity of SRCs or security researchers as well. On the other

hand, the security crowd-testing environment is not sufficiently detailed, which considers the

cooperation between SRCs and security researchers, as well as between enterprises and SRCs.

In fact, there is intense competition among enterprises, SRCs and security researchers. In

future research, it may be worthwhile to analyze vulnerability disclosure issues from a compet-

itive perspective, considering the preferences and attributes of different participants.
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3. Ķinis U. From responsible disclosure policy (RDP) towards state regulated responsible vulnerability dis-

closure procedure (hereinafter–RVDP): The Latvian approach. Computer Law and Security Review.

2018; 34(3):508–522. https://doi.org/10.1016/j.clsr.2017.11.003

4. Deci EL, Ryan RM. The “what” and “why” of goal pursuits: human needs and the self-determination of

behavior. Psychological Inquiry. 2000; 11(4):227–268. https://doi.org/10.1207/S15327965PLI1104_01

5. Zhao M, Laszka A, Grossklags J. Devising effective policies for bug-bounty platforms and security vul-

nerability discovery. Journal of Information Policy. 2017; 7(2):372–418. https://doi.org/10.5325/jinfopoli.

7.2017.0372

6. Hafiz M, Fang M. Game of detections: how are security vulnerabilities discovered in the wild? Empirical

Software Engineering. 2016; 21(5):1920–1959. https://doi.org/10.1007/s10664-015-9403-7

7. Hata H, Guo M, Babar MA. Understanding the heterogeneity of contributors in bug bounty programs. In

2017 ACM. IEEE International Symposium on Empirical Software Engineering and Measurement

(ESEM). 2017:223–228.

8. Zhao M, Grossklags J, Chen K. An exploratory study of white hat behaviors in a web vulnerability disclo-

sure program. Proceedings of the 2014 ACM workshop on security information workers. 2014:51–58.

https://doi.org/10.1145/2663887.2663906

9. Al-Banna M, Benatallah B, Schlagwein D, Bertino E, Barukh MC. Friendly hackers to the rescue: how

organizations perceive crowdsourced vulnerability discovery. PACIS. 2018. p. 230. https://aisel.aisnet.

org/pacis2018.

10. Arora A, Krishnan R, Telang R, Yang Y. An empirical analysis of software vendors’ patch release

behavior: impact of vulnerability disclosure. Information Systems Research. 2010; 21(1): 115–132.

https://doi.org/10.1287/isre.1080.0226

11. Shahzad M, Shafiq MZ, Liu AX. A large scale exploratory analysis of software vulnerability life cycles.

2012 34th International Conference on Software Engineering (ICSE). IEEE, 2012: 771–781.

12. Subramanian HC, Malladi S. Bug bounty marketplaces and enabling responsible vulnerability disclo-

sure: an empirical analysis. Journal of Database Management. 2020; 31(1):38–63. https://doi.org/10.

4018/JDM.2020010103

13. Zhao M, Grossklags J, Liu P. An empirical study of web vulnerability discovery ecosystems. Proceed-

ings of the 22nd ACM SIGSAC Conference on Computer and Communications Security; 2015: Associ-

ation for Computing Machinery. p. 1105–1117

14. Votipka D, Stevens R, Redmiles E, Hu J, Mazurek M. Hackers vs. testers: A comparison of software vul-

nerability discovery processes. 2018 IEEE Symposium on Security and Privacy (SP): IEEE; 2018.

p. 374–91.

15. Luna D, Allodi L, Cremonini M. Productivity and patterns of activity in bug bounty programs: Analysis of

HackerOne and Google vulnerability research. Proceedings of the 14th International Conference on

Availability, Reliability and Security. 2019; 67(10):1–10.

16. Canann T J. Toward a theory of vulnerability disclosure policy: a hacker’s game. International Confer-

ence on Decision and Game Theory for Security, 2019: 118–134.

17. Sen R, Choobineh J, Kumar S. Determinants of software vulnerability disclosure timing. Production and

Operations Management, 2020, 29(11): 2532–2552. https://doi.org/10.1111/poms.13120

18. Ruohonen J, Hyrynsalmi S, Leppänen V. A mixed methods probe into the direct disclosure of software

vulnerabilities. Computers in Human Behavior. 2020; 103:161–173. https://doi.org/10.1016/j.chb.2019.

09.028

PLOS ONE Security crowd-testing vulnerability disclosure behavior and regulatory mechanism

PLOS ONE | https://doi.org/10.1371/journal.pone.0304467 June 21, 2024 29 / 31

https://doi.org/10.13943/j.issn1671-4547.2019.03.07
https://doi.org/10.1093/cybsec/tyx008
https://doi.org/10.1093/cybsec/tyx008
https://doi.org/10.1016/j.clsr.2017.11.003
https://doi.org/10.1207/S15327965PLI1104_01
https://doi.org/10.5325/jinfopoli.7.2017.0372
https://doi.org/10.5325/jinfopoli.7.2017.0372
https://doi.org/10.1007/s10664-015-9403-7
https://doi.org/10.1145/2663887.2663906
https://aisel.aisnet.org/pacis2018
https://aisel.aisnet.org/pacis2018
https://doi.org/10.1287/isre.1080.0226
https://doi.org/10.4018/JDM.2020010103
https://doi.org/10.4018/JDM.2020010103
https://doi.org/10.1111/poms.13120
https://doi.org/10.1016/j.chb.2019.09.028
https://doi.org/10.1016/j.chb.2019.09.028
https://doi.org/10.1371/journal.pone.0304467


19. Jo A M. Hackers’ self-selection in crowdsourced bug bounty programs. Revue d’économie industrielle.
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