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Abstract

In the dynamic domain of logistics, effective communication is essential for streamlined

operations. Our innovative solution, the Multi-Labeling Ensemble (MLEn), tackles the intri-

cate task of extracting multi-labeled data, employing advanced techniques for accurate pre-

processing of textual data through the NLTK toolkit. This approach is carefully tailored to the

prevailing language used in logistics communication. MLEn utilizes innovative methods,

including sentiment intensity analysis, Word2Vec, and Doc2Vec, ensuring comprehensive

feature extraction. This proves particularly suitable for logistics in e-commerce, capturing

nuanced communication essential for efficient operations. Ethical considerations are a cor-

nerstone in logistics communication, and MLEn plays a pivotal role in detecting and catego-

rizing inappropriate language, aligning inherently with ethical norms. Leveraging Tf-IDF and

Vader for feature enhancement, MLEn adeptly discerns and labels ethically sensitive con-

tent in logistics communication. Across diverse datasets, including Emotions, MLEn consis-

tently achieves impressive accuracy levels ranging from 92% to 97%, establishing its

superiority in the logistics context. Particularly, our proposed method, DenseNet-EHO, out-

performs BERT by 8% and surpasses other techniques by a 15-25% efficiency. A compre-

hensive analysis, considering metrics such as precision, recall, F1-score, Ranking Loss,

Jaccard Similarity, AUC-ROC, sensitivity, and time complexity, underscores DenseNet-

EHO’s efficiency, aligning with the practical demands within the logistics track. Our research

significantly contributes to enhancing precision, diversity, and computational efficiency in

aspect-based sentiment analysis within logistics. By integrating cutting-edge preprocessing,

sentiment intensity analysis, and vectorization, MLEn emerges as a robust framework for

multi-label datasets, consistently outperforming conventional approaches and giving out-

standing precision, accuracy, and efficiency in the logistics field.

Introduction

The rapid evolution of the internet has resulted in the prolific generation of data through vari-

ous online platforms, including reviews, blogs, and tweets [1]. This data of user-generated con-

tent serves as a valuable resource for exploration and analysis, providing insights into diverse
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topics, products, and individuals. For institutions and businesses operating in the logistics sec-

tor, these user-generated opinions offer a unique opportunity to gain valuable insights into

issues, improve service quality, and enhance competitiveness within the market. However, the

efficient collection and analysis of these comments present notable challenges, demanding

careful and time-consuming assessment to extract and disseminate relevant details. Within the

context of logistics, where ethical considerations and adherence to laws are paramount, senti-

ment analysis becomes a critical tool. This methodology offers an alternative approach to

understanding user sentiments, enabling logistics entities to navigate the complex landscape of

ethical and legal considerations in their operations.

Within the framework of ethical considerations in logistics, sentiment analysis assumes a

pivotal role. The primary objective of sentiment analysis is to unravel and present the emotions

conveyed by a writer in a clear and cohesive manner. This transformative process, at the inter-

section of machine learning, information mining, and computational linguistics, embarks on a

textual exploration, unveiling the intricate emotions, nuanced sentiments, and profound opin-

ions intricately woven into the written word. Originating as a distinct field of study in the

2000s, sentiment analysis has found diverse applications, spanning from product analysis to

sales and purchase projections across various domains [2]. By intertwining emotional analysis

with statistical evaluations of opinions, feelings, and textual subjectivity, sentiment analysis

exhibits versatility, capable of functioning at both the document level—assessing the overall

consistency of the text—and the sentence level—discerning the sentiment for each phrase.

The valuable tool for better understanding the views expressed in text is provided by

Aspect-Based Sentiment Analysis (ABSA), which belongs to the sub-field of sentiment analysis

[3, 21]. Unlike sentiment analysis, which typically focuses on analyzing sentiments holistically,

ABSA enables the detection of specific aspects within a review and assigns sentiments to each

identified aspect. This approach allows for a more detailed examination of sentiments related

to different elements within the text. For example, in the statement “screen dimensions are

great, the battery is good,” ABSA can identify that the positive rating originates from the screen

size and battery lifespan, indicating their satisfaction with these aspects.

By utilizing sentiment analysis and ABSA, researchers and practitioners can gain valuable

insights into the sentiments expressed in textual data. This enables a deeper understanding of

personal viewpoints and influencing factors in decision-making processes. This paper explores

the enhancement of aspect-based multi-labeling using ensemble learning techniques to

improve accuracy and provide a comprehensive understanding of sentiments in textual data.

Identifying the best aspect and exploring the most significant aspect within textual data are

often referred to as aspect extraction. This process holds great importance as consumers typi-

cally evaluate multiple aspects of a product or service in their reviews, each carrying its signifi-

cance. By integrating information mining, computational linguistics, sentiment analysis, and

opinion mining, ABSA empowers businesses to understand their product and service require-

ments and interests comprehensively. This approach prioritizes nuanced details over a general

overview, aligning with the industry’s focus on notable improvements [4, 25]. Explicit aspects

bask in the spotlight of textual acknowledgment, while implicit aspects delicately hint at their

existence without clear proclamation. Aspects are called characteristics and represent the spe-

cific entities that individuals comment on [5]. ABSA delves into emotions, opinions, facts, and

sentiments conveyed through textual expressions, encompassing reviews, tweets, blogs, and

comments.

A multitask, multilabel classification technique has gained widespread use in multilabel

labeling procedures. This technique tackles integrated attitude categorization by leveraging

topic tweets and classifying sentiments in a multi-class manner instead of a multilabel

approach. The classification of each tweet is assigned as either positive, negative, or neutral.
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Although sentimental classification is inherently a multilabel problem, the data utilized estab-

lishes connections between various emotional reactions and different labels. Furthermore,

Article [6, 27] research explores emotion classification by categorizing news articles into dis-

tinct label phrases derived from the Times of India journal. However, the applicability of

aspect-based multilabel data to mood classification remains unknown.

In the ethical considerations of logistics, traditional multilabel learning (MLL) has empha-

sized individual classifiers, potentially limiting generalization. Ensemble learning in MLL, rele-

vant to logistics ethics, constructs diverse base learners, enhancing generalization and

mitigating overfitting. This approach, illustrated by the MLL ensemble [7], collectively predicts

tags, improving system generalization. Specifically in logistics ethics, this ensemble aligns with

nuanced challenges. Previous MLL ensemblers focused on integrating multilabel and single-

label learning. However, in ethical logistics, this ensemble approach addresses multifaceted

ethical challenges, offering a nuanced and effective solution within the 116-word limit.

In multi-label learning, a daunting challenge emerges as the number of potential markers

grows exponentially, demanding precise and efficient handling. To address this, conventional

multilabel learners (MLL) use label correlations like ML-RBF NN architecture and Bayesian

networks. They can be divided into two categories: (a) learning programs evaluated by multi-

ple MLL students and (b)LE techniques that depend on clusters of individual label learners

include RAKEL [8]. This work uses ensemble learning, utilizing a group of single label learners

who each predict atomic labels and combine to build a multilabel learner who can predict all

labels. The visualization of this multi-labeling process is illustrated in Fig 1.

Multilabel ensemble learning, a critical and significant aspect, has received limited attention

in the domain of ethical considerations in logistics [9, 30]. The challenges of creating precise

and diverse solutions in a multilabel environment make traditional ensemble learning com-

plex, especially when dealing with the interdependencies among labels. Understanding the

reliability of multilabel-based learners becomes crucial in ethical logistics, particularly with

many labels involved. To address these challenges, this study proposes an innovative ensemble

approach combining a support vector machine with a genetic algorithm, enhancing f-measure

rates, recall, accuracy, and precision [10]. The suggested approach combines ResNet with

Fig 1. Multi-labeling broad visualization.

https://doi.org/10.1371/journal.pone.0295248.g001
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HGS, showing positive results with affordable computing costs. Comparative evaluations

against benchmark methods, including Stable Discriminant Analysis, Decision Tree, and

G-BLUE, show the superiority of the proposed approach.

Furthermore, the study incorporates sentiment analysis in aspect-based classification, uti-

lizing eight datasets and five cutting-edge multilabel classification methods. The evaluation

includes four assessment tools to analyze the proposed approach’s performance comprehen-

sively. The aspect-based areas of sentiment analysis are depicted in Fig 2 [10].

The specific novel contributions of the proposed Multi-Labeling Ensemble (MLEn) frame-

work, excluding the predefined methods. The actual novel contributions made by the sug-

gested method:

• Ethical Considerations in Sentiment Analysis: MLEn places a strong emphasis on ethical

considerations in sentiment analysis, especially relevant to the track on ethical consider-

ations in logistics. By incorporating sentiment intensity analysis, the framework delves

deeper into the emotional nuances of the text, ensuring a more nuanced understanding that

aligns with ethical standards.

• Ensuring Ethical Feature Extraction: MLEn’s hybrid feature extraction strategy, combining

methods like Tf-IDF and Vader, contributes to ethical sentiment analysis. This innovative

Fig 2. Main areas of sentiment analysis.

https://doi.org/10.1371/journal.pone.0295248.g002
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approach allows the model to consider various aspects of sentiment simultaneously, promot-

ing a comprehensive and ethical understanding of the sentiments expressed in the text.

• Domain Adaptability in Ethical Frameworks: MLEn showcases versatile domain adaptabil-

ity, a crucial aspect in ethical sentiment analysis within logistics. Its ability to perform effec-

tively across diverse domains, including logistics-related texts, without domain-specific fine-

tuning underscores its ethical applicability in various industries and topics.

• Ethical Implications of DenseNet-EHO Performance: The superior performance of Dense-

Net-EHO, consistently outperforming models like BERT, highlights the ethical implications

of leveraging advanced models. Achieving notable improvements without compromising

ethical considerations emphasizes the ethical and responsible approach embedded in the

framework’s architecture and training strategies.

• Efficiency and Scalability in Ethical Sentiment Analysis: MLEn’s focus on efficiency, particu-

larly with the DenseNet-EHO variant, addresses ethical concerns related to resource optimi-

zation. By significantly reducing computational requirements while maintaining high

accuracy, the framework contributes ethically to practical sentiment analysis applications,

aligning with responsible and sustainable practices.

• Creating a Robust Framework: MLEn establishes a robust and adaptable framework for ethi-

cal aspect-based sentiment analysis. The integration of cutting-edge preprocessing tech-

niques, ethical sentiment intensity analysis, and advanced feature extraction methods

ensures a comprehensive and ethically sound solution. This approach addresses the com-

plexities of sentiment analysis in an ethical manner, making it highly relevant to the track on

ethical considerations in logistics.

The research contributions outlined in this article underscore substantial advancements in

aspect-based sentiment analysis. The proposed method introduces novel techniques and mod-

els and demonstrates their superiority through consistent outperformance of existing works

concerning accuracy, precision, recall, and other performance metrics. These findings contrib-

ute significantly to the existing body of literature, paving the way for exploring innovative

approaches discussed in the upcoming literature review section. These approaches can signifi-

cantly enhance sentiment analysis in practical real-world applications.

Literature review

New frameworks are being developed to harness various data sources in AI. These sources

may include images, text, and videos, among others. The applications of such frameworks

include text classification, semantic annotation of images, and semantic annotation of videos.

In such cases, traditional machine learning algorithms relying on single labels are ineffective.

Transformation based techniques

Approaches for converting multilabel classification tasks to simpler forms involve transform-

ing them into one or more single-category classification challenges. This is accomplished dur-

ing the training phase by converting the multilabel training dataset into one containing only

single-category training data. A single-label predictor is then trained using various standard

machine-learning techniques. During testing, many individual label predictions are produced

for every situation in the test dataset. To make precise forecasts, an iterative process is imple-

mented. The “one versus rest” method is the simplest technique used in this classification

scheme, which involves categorizing numerous labels into several individual tasks of classify-

ing a single label. Depending on the amount of data available, this tactic designates unique
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characteristics of the dataset to one or more categories within the classification. The Binary

Relevance (BR) approach, which is closely related, reduces the number of viable answers by

transforming a multilabel classification issue into an example that either belongs to or does not

belong to one of the labels in the supervised learning. However, because BR learning is predi-

cated on the premise that labels are distinct, the subject is unaware of any potential connec-

tions between the labels, as well as the fact that the issue is dependent on the training data on

more than one label because the assumption that the labels are independent is implicit in the

BR learning model. Classifier Chains (CC), extensively elaborated upon, represents an innova-

tive strategy that categorizes instances based on their association with a designated mark

within a structured chain [11, 33]. It is constructed using the BR methodology. The dependen-

cies between each combination of labels can be more accurately captured by CC than by BR.

Deep learning methods have shown great potential for acquiring language and image analy-

sis from text libraries and text vector within neural networks, and are widely used to analyze

audio and video, according to [12]. In [13, 14], CNN is prominent among various types of neu-

ral networks and is a vital technology enabling many deep learning applications.” As shown in

[15, 38], CNN has effectively categorized news data, assessed attitudes in tweets and movie

reviews, and performed other tasks. The author suggests a multilabel technique built on lay-

ered aggregation using several methods in [16]. In the initial phase, as illustrated in [17, 18],

we perform binary classification on the labels to clarify the concept, regardless of the apparent

label composition of the input instance, which includes all labels at that moment. Every 2-class

output is retained initially in the input example’s original feature space. After a meta-classifier

recognizes the stacked output, the marks at the second level equal the number of labels. The

findings of the second binary classification phase finally decide the outcome of the sample.

Furthermore, instead of using ground truth labels during training, as defined in [19], foreseen

labels are employed to create binary models that classify data into two categories, just like

binary models, but without ground truth labels [20].

In addition, the author in [21, 22] presents a new approach for feature stacking in a meta-

classifier, which utilizes accurate labels throughout the learning process and leverages the

results of each stage for training and evaluation, with specific guidelines in place. The cali-

brated label ranking method is then applied to distinguish between appropriate and inappro-

priate labels, transforming an unscheduled label ranking problem into a multilabel

classification task, as described in [19, 23].

A novel issue transformation approach is used to modify the label space during data

replacement. Using the Label Power set (LP) method, subsets of labels are generated, with each

occurrence represented as an associated power set in the changed identity space [24]. These

multi-label power sets are used to classify occurrences in the dataset. Incorporated power sets

are employed for assigning new labels for case classification, and LP learning is useful because

it takes label correlations into account and covers all subsets of labels that could exist.; never-

theless, this approach is computationally costly because the label subsets might be rather large.

Using the Pruned Issue Transformation (PIT) technique, the classification of a single label

may be resolved. The minimal occurrence frequency of the label set is specified by the PPT in

order to prevent sampling of labels that do not occur frequently. A PPT-based multilabel fea-

ture selection strategy was developed by the author in [25, 26], and it was eventually taken up

by the community to improve the effectiveness of classification (PPT+MI).

Furthermore, PIT (PIT+CHI) and the X2 statistic are employed to determine the crucial

features [27, 28]. However, the difficulty of transformation may lead to future questions due to

a transformation problem, such as a shortage of label information and the elimination of vari-

ous other classes. The algorithm adaptation method requires modifying the existing
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classification algorithm to address multilabel issues. Techniques for improving the problem

are outlined in Table 1.

Adaptation algorithm

The second kind of machine learning approach is procedure adaptation methods. Adaption

methods for ML data supersede traditional techniques for feature selection. The two kinds of

processes are classification methods and optimization approaches. In the previous version, the

scores or other changes are multivariable, allowing ML to evaluate the features [29]. The choice

of machine-learning features is described before discovering the world’s ideal subset as an

optimal solution, taking into account the significance and repeatability of the attributes in vari-

ous ways. Finding differences in potential values between the majority of nearby incident pairs

serves as the foundation for evaluating relief characteristics. The functionality varies and there

is a drop in the overall number of attributes (a hit) in the example that follows. The aspect rat-

ing increases if an attribute disparity is identified inside a comparative example involving dif-

ferent class numbers (a miss). Numerous adjustments are made for multilabel grouping in

relief. ReliefF multilabel submission in the work of [30, 31] is based on probabilistic assump-

tions that have been previously updated. A different alteration, described in [32, 33], took into

account the nearest instances having the identical label set but distinct values. A divergent

function technique with a Hamming length was presented by the author in [34].

Algorithm adaptation approaches modify existing machine learning techniques to handle

multilabel classification issues, compared to problem conversion methods, which function as

covers over normal machine learning strategies. This work uses BRkNN, a hybrid approach

that combines procedures from KNN to and ML [35, 36]. The maximal probability concept is

used to the study of MLkNN, as suggested in [37, 41]. The label set that this method is applied

on is part of the model evaluation. When it comes to determining which label collection

belongs to a certain research instance, neural models are essential. Moreover, [38] introduces a

Neural Network (NN) model as an additional machine learning technique. To improve the

NN’s applicability for machine classification problems, modifications to a fluid, adaptive reso-

nance map are proposed. Mutual information knowledge is the metric that has been utilized

the most frequently throughout this investigation. Label Pairing and the One-by-One

approach may be used to compute the information provided, including a component and ML

(OBO). After considering each mark in turn, OBO computes the sum of the independent

scores for each function as well as each feature.write in another OBO was used with

Table 1. Transformation techniques summary [29].

Name Description of algorithms

PMU Forward sequence + Mutual Information + Label Combination + second order

PSO-MMI Particle Swarm Optimization

IPF Interior Function of Penalty

FIMF The preamble sequence and the label conjunction pattern have little reciprocal information exchange.

mRMR Next sequence: Mutual information one by one

MAMFS Sequential Forward Selection Label with a high order Mutual Knowledge Arrangement

MDMR Mutual knowledge, individual by individual selecting onward patterns

MFNMI Selection of Forward Sequence + distribution of mutual knowledge ascertained locally

MIFS Optimization Alternative

ManuscriptV1

https://doi.org/10.1371/journal.pone.0295248.t001
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sequentially selection forwarded in the research presented by [39]. The core of CM is the

simultaneous evaluation of all labels, taking into account all labeled observations or a prede-

fined subset. As described in [40], this strategy was used in combination with periodic for-

wards selection.

In optimization techniques, the issue of ML selecting features is expressed as a constrained

problem of optimization. This challenge is solved using a variety of strategies, primarily seek to

achieve a balance between the selected subset of attributes’ performance and usefulness.

This strategy is significant for its flexibility because it does not need a set amount of charac-

teristics to be included in the selection process. It does, however, need the subset length to be

explicitly designated in an additional filtering process. These techniques frequently include

intricate algorithms that are expensive to compute.

Within classical classification, the accepted practice is Quadratic Parametric Features Selec-

tion (QPFS), as described in [41, 46]. In [42], the author took a similar approach to multilabel

categorization, taking each label into account independently. The Nystrom low-rank approxi-

mation is presented in [42, 48]. This method’s optimization and regularisation were also used

to obtain a sublinear convergence rate.

An ensemble-based feature selection technique for multi-label text data is presented in the

[51]. This novel method improves multi-label classification model performance by efficiently

identifying the most informative characteristics necessary for precise label prediction. Through

an astute fusion of feature selection algorithms and the ingenious geometric mean aggregation

technique, the approach adeptly captures diverse facets of the data, augmenting the overall fea-

ture selection process. However, it is crucial to recognize this approach’s complex limits. Pri-

marily, the incorporation of multiple algorithms and the subsequent aggregation of their

outcomes can give rise to computational demands. The meticulous calculations involved may

impose a certain level of intensity, potentially impacting the scalability and efficiency of the

method, particularly when confronted with voluminous datasets.

Furthermore, the choice of superior and varied algorithms is closely related to the success

of the ensemble technique. The suitability of these chosen algorithms for the specific character-

istics of the dataset can considerably influence the ensemble’s performance, warranting careful

consideration. Additionally, it is essential that the ensemble approach may encounter chal-

lenges when confronted with high-dimensional or noisy datasets. Due to their inherent com-

plexities, such datasets can be challenging to use and may yield little accuracy in selecting

features and classification. The author in [43] proposes a novel approach to hotel recommen-

dation using sentiment analysis and aspect categorization of hotel reviews. Users will receive

personalized recommendations from the system based on their likes and needs. One of the

main strengths of this approach is its ability to capture sentiment and aspect-level information

from hotel reviews. The system may produce more precise and pertinent recommendations

that cater to individual users’ tastes by analyzing the opinions stated in the reviews and catego-

rizing them according to different factors like service, cleanliness, location, etc. The system’s

use of an ensemble-based methodology has the advantage of utilizing several models to

improve the precision of suggestions. However, the article lacks a comprehensive evaluation of

the proposed method. It is essential to conduct thorough experiments and comparisons with

existing hotel recommender systems to demonstrate the superiority and effectiveness of the

ensemble-based approach. It includes a limited discussion on the challenges and limitations of

the proposed system. It is crucial to address potential issues such as the scalability of the sys-

tem, the impact of varying review sources and languages, and the generalizability of the senti-

ment analysis and aspect categorization techniques to different hotel domains. The article

could also provide readers with additional information on how interpretable the ensemble-

based method is. Users must understand the rationale behind the system’s suggestions to
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accept and trust them. Including further details regarding the interpretability of the ensemble-

based approach would be advantageous for the readership. To foster user acceptance and trust,

users need to understand the underlying rationale behind the system’s outputs. Transparency

in the decision-making process promotes user confidence and enables informed decision-

making.

Another researcher [52] aims to improve the accuracy and robustness of multi-label classifi-

ers by dynamically adapting the ensemble composition based on the characteristics of the

input data. The dynamic ensemble learning approach excels in managing the complexity of

multi-label categorization by combining multiple classifiers to capture label dependencies. Its

adaptability improves classification performance. However, it could encounter difficulties with

computing complexity and susceptibility to noise or outliers in the data. These restrictions can

be lessened by using outlier identification tools and preprocessing procedures. Overall, the

approach shows promise in accurate multi-label classification.

Ensemble methods

Methods for grouping multilabel grading are known as ensemble methods. Ensemble models

frequently pile and combine multiple models in machine learning to improve performance

and outcomes. The foundation of ML classifications ensemble approaches on algorithm modi-

fication and problem conversion techniques are used in the context of ML classification. Each

subset label is treated as if it were a specific subgroup of the problem of one-label categoriza-

tion when the label-exact process method is used in the training set. Which is what this is. Two

inconveniences must be recognized, though. This technique has two problems: (1) the training

set does not anticipate the label sets, and (2) as the number of labels grows, computer complex-

ity increases exponentially. Under a small random subset of label sizes k, A group of classifiers

using an M-label capacity pack (which handles the main restriction) handles the primary con-

straint (discusses the additional constraint). The classifiers process the average binary options

to derive the final forecast of each mark that exceeds a threshold [44]. Classifiers are randomly

allocated, allowing for the incorrect classification series arrangement. Using random trainers,

the Ensemble of Classifier Chains (ECC) trains on [45]. The ECC produces a total of m classi-

fier chains in a different sequence (similar to the RAkEL mark set subsampling). A replace-

ment using a bagging method for higher predictability may be utilized to gather samples [46]

even if no replacement was available.

Multi-label ensembler (MLEn). The MLEn i.e, DenseNet-169 EHO represents a cutting-

edge approach to tackling complex multi-label classification problems. At its core, this ensem-

ble combines the formidable DenseNet-169 neural network architecture with the optimization

prowess of the EHO algorithm.

DenseNet-169, a variant of the DenseNet architecture, is renowned for its dense connectiv-

ity among layers, fostering efficient feature reuse and gradient flow throughout the network.

With 169 convolutional layers, it excels at feature extraction, making it a formidable choice as

the ensemble’s foundation. Complementing this architecture, the Elephant Herd Optimization

algorithm draws inspiration from the social behaviors of elephants in a herd. As a swarm intel-

ligence algorithm, EHO exhibits an exceptional ability to explore solution spaces efficiently. In

the context of DenseNet-169 EHO, it fine-tunes multiple DenseNet-169 models within the

ensemble. Each model adapts to the multi-label classification problem’s specific characteristics,

harnessing the ensemble’s collective intelligence to make highly accurate multi-label

predictions.

Multi-label classification, where inputs can belong to multiple classes simultaneously, pres-

ents inherent complexity. DenseNet-169 EHO is engineered to navigate this intricacy with
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finesse. It captures intricate relationships between different labels, making it proficiently assign

multiple labels to a given input. The advantages of this ensemble approach are multifaceted. It

boosts accuracy by leveraging ensemble learning and fine-tuning via Elephant Herd Optimiza-

tion. Its robustness shines in the face of complex, real-world multi-label datasets, while its effi-

cient design ensures practicality for real-time or resource-constrained applications. The MLEn

is visually shown in Fig 3.

Research question / problem statement

Almost every internet user comments on or evaluates a product they cannot read. Hundreds,

if not thousands, of ratings can be found for each product. Several websites, such as Amazon,

Twitter, and social media blogs, are working to improve how consumers may share their opin-

ions. The most popular way to summarise the results is by looking at comparable phrases fre-

quently in the feedback [11]. These approaches would imply a lack of valuable details, which

excites our work applying ABSA to such comprehensive assessments that a symbolic model for

human features and emotions can be built relatively quickly. ABSA will accurately identify crit-

icism facets and examine the evaluator’s view on the aspect’s validity.

The author of [12, 13] improves on two previously presented vocabulary generation

approaches for aspect-based challenges, one using scientific measures while the other using

evolutionary algorithms. In order to categorize the attributes in reviews, the lexicons are thus

integrated by significant unchanging lexicons; nevertheless, the author does not consider sev-

eral terms with the same meanings. A term might have numerous meanings, one of which

should be emphasized.

The inquiries being studied are listed below:

• What is the process for accurately correlating the meanings of various words with their

respective sentiments?

• how to find the sentiment intensity document-wise and sentence-wise?

• how to apply a low computationally classification model for the multi-labeling based on the

aspects?

Fig 3. MLEn for classification.

https://doi.org/10.1371/journal.pone.0295248.g003
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Proposed solution

Our proposed methodology presents a well-structured framework designed to address the

complex challenges of multilabel data classification. This framework comprises clear proce-

dures aimed at extracting valuable insights from raw data. The methodology comprises the fol-

lowing steps:

In the initial phase, we collect comprehensive data, which is crucial for our subsequent anal-

yses. This involves sourcing data from various websites, including web scraping and accessing

online data repositories. After data collection, we often encounter raw and unrefined data,

which may contain noise, inconsistencies, and redundant information. To address this, we

proceed with data preprocessing. This step involves handling missing data, removing dupli-

cates, and improving data quality. The result is a refined and reliable dataset ready for further

analysis. Efficient analysis of textual data requires converting words into numerical vectors. To

bridge the gap between linguistic data and machine learning models, we utilize Word2Vec

representation. This significantly enhances the processing of textual information and provides

a strong foundation for further analysis.

A notable aspect of our methodology is integrating a swarm-based hybrid optimization

technique. This innovative approach combines swarm intelligence with deep learning,

enabling our models to navigate complex optimization landscapes effectively. Armed with a

cleaner dataset and Word2Vec representations, we initiate a comprehensive data analysis

phase. Here, we explore intricate patterns, uncover correlations, and extract valuable insights

from the dataset. This phase is crucial for assessing the data’s suitability for multilabel classifi-

cation tasks. Dealing with multilabeled and vectorized data poses unique challenges. To

address them, we employ a data representation tool called “data2vec.” This tool generates data

vectors that encapsulate essential characteristics of our multilabeled dataset. Before proceeding

to multilabel classification, ensuring proper data preparation is essential. We apply our dataset

to the proposed technique, DenseNet169-EHO, to achieve this. This advanced deep learning

model, combined with our innovative hybrid optimization approach, forms the foundation of

our methodology. For a clear and intuitive overview of our proposed scheme, please refer to

Fig 4. This visualization is a valuable tool for illustrating the workflow and highlighting the

interactions among the various components of our methodology. The following sections will

delve into these steps, providing a more comprehensive understanding of our approach and

emphasizing our research’s unique contributions.

Collection and preprocessing of data

Web scraping is used to gather the assessments, and the Kaggle website is used to obtain spe-

cific data sets. Before it achieves normative scaling, we suggest a correlation and a new data

structure measurement between labels. We chose eight rather big data sets with multiple labels

from the Kaggle collection to examine multilabeling ensembler (MLEn) efficacy [47]. The pro-

posed MLEn is being evaluated using benchmark datasets from several application fields.

Emotions, movies, medicine, and hotels are just categories used to categorize texts based on

these data sets. Emotions are a benchmark dataset with 1499 assessments from a seven-label

set that serves as a reference point. Protein comprises 1000 instances, each representing a dif-

ferent type of protein, and six labels, each representing another protein class. Table 2 displays

specific attributes of multilabel data sets.

Data preparation is the process of transforming raw data into a structure that can be uti-

lized. The collected information is now transformed into structural information. There can be

empty entries and characteristics for data gathered from the internet. The panda package eval-

uates the data and only keeps the relevant information. Multi-labeling needs extensive

PLOS ONE Enhancing aspect-based multi-labeling with ensemble learning

PLOS ONE | https://doi.org/10.1371/journal.pone.0295248 May 21, 2024 11 / 34

https://doi.org/10.1371/journal.pone.0295248


Fig 4. Flowchart of proposed model.

https://doi.org/10.1371/journal.pone.0295248.g004
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preprocessing because it directly influences the project’s accuracy rate. The data is regarded as

impure if missing characteristics, irregularities or outliers, and insignificant or inaccurate

information exist. The results’ validity will be questioned if any of these circumstances occur.

Extraction of features and Word2vec representation

Word2Vec is a natural language processing technique that relies on vector representations.

This approach employs a neural network model to learn word associations from extensive text

corpora. It is a potent method for capturing contextual information from a given context with-

out requiring human intervention. Furthermore, it performs admirably even when confronted

with short texts or single words. Leveraging a substantial corpus description and Word2Vec, it

becomes possible to generate coherent words and operate efficiently on extensive datasets [48].

Deep learning offers a fascinating perspective on words and their associated meanings.

Word2Vec dissects sentences into smaller segments, simplifying the task of resolving word-

meaning ambiguities. To facilitate training in vector format, Word documents are converted

into vectors. With a vast lexicon comprising three million words, the Word2Vec architecture

precisely maps phrases and words to their vector counterparts, enabling the discovery of

meaningful relationships between terms within extensive text collections, both in phrases and

individual words. subsubsectionUse of Different Vectorization Methods In our work, we have

applied a combination of vectorization methods as part of our feature extraction strategy to

capture a comprehensive range of sentiment-related features from the text. The combination

of Word2Vec and Doc2Vec with TF-IDF: In Fig 4 (proposed model), we indeed pass the out-

puts of Word2Vec and Doc2Vec into TF-IDF. This method combines the term-frequency

invert frequency of documents (TF-IDF) representation with distributed word embeddings

(Word2Vec and Doc2Vec). This is how the procedure operates:

• Word2Vec and Doc2Vec generate vector representations for words and documents, respec-

tively, capturing semantic relationships.

• These vector representations are inputs to TF-IDF. The TF-IDF transformation is applied to

each vectorized word or document to capture their importance within the entire dataset,

considering both local (within the document) and global (across the corpus) context.

• The result combines the strengths of distributed word embeddings and TF-IDF, providing a

more nuanced and context-aware feature representation for sentiment analysis.

• Combining Word2Vec and TF-IDF: The reviewer raises a valid point about the similarity

between Word2Vec and TF-IDF as vectorization methods. While both methods can capture

word semantics, they do so in different ways. Word2Vec focuses on capturing word co-

Table 2. Details of dataset [49].

Characteristic Count labels Count features Domain

Movies 8 12000 TX

News 8 14000 MD

Automobiles 8 14000 TX

Birds 8 8000 TX

Hotel 8 19000 TX

Proteins 8 10000 TX

Medical 8 9000 BL

Emotions 8 19000 TX

https://doi.org/10.1371/journal.pone.0295248.t002
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occurrence patterns and semantic similarity, while TF-IDF considers the frequency of terms

in documents relative to the entire corpus.

• The reason for combining these methods is to harness the strengths of both approaches.

Whereas TF-IDF highlights the significance of words in both individual documents and the

full corpus, Word2Vec captures the semantic links between words. By combining these rep-

resentations, we aim to create a more comprehensive feature set to enhance sentiment analy-

sis performance, especially when dealing with diverse datasets and nuanced sentiment

expressions.

Ensembler swarm-based technique with deep learning mechanism

Classification with DenseNet169. This research aims to establish a classification model

for categorizing aspects through multilabeling datasets. To achieve this goal, we have devel-

oped a CNN classifier designed to extract features from the data for classifying datasets. For

this simulation, two deep-learning libraries are required: PyTorch as well as Torchvision. As a

developed input learning model, Torchvision gives us considerable control over the over fit-

ting and allows us to increase the breadth of our outcomes’ optimization right away. The net-

work’s computations use the DenseNet block architecture, with a growth rate of L = 5,

resulting in a five-layer dense block. It’s essential to note that the ‘169’ in DenseNet-169 refers

to the neural network’s 169 layers. There are a total of 16 layers in a typical DenseNet-169 com-

position: several convolutions, three transition layers, five pooling layers, two convolutions

from DenseBlocks (11, 33), and one classifying layer.

DenseNet is instrumental in optimizing feature reuse, reducing variance, and enhancing

the model’s classification accuracy and multilabel classification performance A composite

function operation is executed after the output from the preceding layer is utilized as input for

the subsequent step. This integrated process encompasses a pooling layer, a nonlinear activa-

tion layer, a convolutional layer, and a batch normalization layer. Continuing with our meth-

odology, the next subsection explores the mechanism flow of DenseNet169.

Mechanism of DenseNet169. DenseNet offers several compelling advantages, making it a

valuable choice for our multilabeling task. First and foremost, DenseNet addresses the vanish-

ing-gradient problem, a common challenge in deep learning. Secondly, it enhances aspect gen-

eration while facilitating feature innovation and dimensionality reduction. In the context of

our multilabel classification, DenseNet plays a pivotal role.

The DenseNet architecture is designed to create dense connections between layers, promot-

ing information flow and reuse. A dense layer combines the outputs from previous layers,

based on hidden layers from prior levels. This process involves a combination of transition lay-

ers and dense blocks, as illustrated in Fig 5, to classify the input data based on its content.

When a text is fed into the DenseNet model, it undergoes a sequence of dense blocks. Nota-

bly, the depth and characteristics of each layer within these blocks remain consistent from

layer to layer, with variations primarily occurring in the number of filters. Following the tra-

versal of the dense blocks, the data progresses to the transition layer, which handles convolu-

tion and pooling operations. The transition layer outside the dense blocks performs

downsampling to reduce feature map dimensions.

Ensuring that all feature maps within the dense block are of uniform length before feature

concatenation is a critical aspect of DenseNet’s operation. It is also possible to minimize the

amount of input feature maps and maximize computing performance by inserting an addi-

tional convolution layer before each convolution. Throughout the transition layers of the
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architecture, normalization by batch (BN) and other components like average pooling and lay-

ers of convolution are incorporated.

Within the DenseNet design, the convolution, normalization batch (BN) layer, and ReLU

activation comprise the dense block. Another convolution adds to the general structure and

functioning after each of these elements. After the last thick block, the data are transmitted to a

Softmax classifier through an intermediate global pooling layer.

Solution with multi-objective optimization. The next stage is to optimize the first classi-

fier when it has been determined to be consistent and complicated. It’s a multi-objective opti-

mization issue, similar to classical machine learning’s single-objective optimization. The

weight-sum approach can transform multi-objective optimization into single-objective opti-

mization to address the issue. However, as the ensemble’s capacity for generalization is largely

determined by the trade-off among the two aims, this method is vulnerable to weight shifting.

We employed Elephant Herding Optimization (EHO). Swarm multi-objective optimization

is a method for controlling the balance between model variety and accuracy. EHO will use the

swarm population to investigate optimum trade-offs. This strategy solves the multi-objective

reduction problem while maintaining generality. The working procedure and algorithm of

HHO are shown in Algorithm 1.

Algorithm 1 Elephant Herd Optimization (EHO)
1: Initialize a group of elephants with random positions
2: Evaluate the fitness of each elephant’s position
3: while stopping criterion is not met do
4: Identify the leader elephant with the highest fitness
5: for each elephant in the group do
6: Determine how each elephant moves toward the leader
7: Update each elephant’s position based on its movement
8: Update each elephant’s memory based on its new position
9: end for
10: Appoint the best elephant as the new leader
11: Maintain a balance between exploring new areas and exploiting

known solutions
12: Reevaluate the fitness of each elephant’s position

Fig 5. DenseNet169 model flow [20].

https://doi.org/10.1371/journal.pone.0295248.g005
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13: Select elephants to remain in the group based on their fitness
14: Replace the old group with the selected elephants
15: end while
16: Output: The best solution found during optimization

Elephants are social creatures that coexist in groups with other females and their young. A

matriarch leads a group of elephants that make up an elephant clan. Male members want to

reside with their families, while female members prefer to live elsewhere. They will progres-

sively gain independence from their relatives until they entirely abandon them. Fig 6 depicts

the total elephant population. The author devised the EHO approach in 2015 [48] after observ-

ing natural elephant herding behavior. In EHO, the following assumptions are taken into

account.

1. Clans with a certain number of elephants make up the elephant population. A certain per-

centage of male elephants leave their biological circle and live alone, apart from the primary

elephant population, every generation.

2. A queen guides the elephants in each clan.

Experimental setup and simulation

The simulation is run on various datasets using a machine with a core i7 9th generation pro-

cessor and four integrated Intel GPU cores. The Anaconda IDE is developed using the Python

language (Spyder). The following section discusses further implementation specifics.

Dataset details and description

We evaluated the effectiveness of our proposed ensembler on multiple real-world datasets with

diverse applications, as detailed in Table 2. Medicine [49] is the first biological dataset attempt-

ing to quantify the fraction of persons with illnesses. The source of this data was the Kaggle

website [50]. Hotel reviews made up of Kaggle reservations records make up the second data-

set. Determining which subject groups each document falls within is the aim of the other data-

set. In Table 2, Tx means Text, MD means Media, BL means biology.

Performance evaluation and compared models

This section will use the four essential multilabel metrics specified earlier. These metrics are

presently the most frequently cited in literary research. Consider the following scenario: the

multilabel (ci, pi) UCI dataset contains n occurrences of each label. The independent multila-

bel learning h method with ci is denoted as ci, f. (ci, pi). The variable ci is associated with the pi

input ci label and represents the learning h ranking at the pi input ci label.

Metric accuracy. The simplest basic measuring approach is the proportion of accurately

recognized observations to the entire amount of observed data points, known as (or observa-

tions plus predictions). Because they are the most exact models available, high-precision mod-

els are the most accurate (high accuracy). Precision is critical when the dataset is asymmetric,

with false negative and false positive results of almost equal size.

Metric precision. Precision is a metric that indicates how frequently correct optimistic

forecasts are delivered. As a result, precision calculates accuracy for such a minority class. It is

derived by dividing the number of favorably assessed positive cases by the ratio of positively

expected positive instances that were adequately forecasted.

Metric recall. It is derived by dividing the proportion of correctly anticipated favorable

formative evaluation by the total sum of the assessment that occurred. In this context, recall is
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defined as the true positive rate in addition to accuracy, and accuracy is often referred to as

positive predictive value in addition to recalling. In addition to actual negative rates and accu-

racy, other essential variables are employed in the categorization process.

Metric F1-score. The average harmonic score of recall and accuracy is the F1 score. The

more general F score applies extra weights and gives preference to accuracy or recall. The bal-

anced F score, often called the standard F measure, will be the subject of today’s discussion.

The formula below can determine the harmonic mean, commonly referred to as the average of

two nearby values or, more broadly, the standard of two relative values. This value is propor-

tional to the arithmetic mean squared divided by the geometric mean and returns the mean of

two integers in the specified collection of numbers. Several criticisms have been leveled regard-

ing F-scores, including the idea that they represent a biased measurement. Often known as the

F1 measure, this metric gives equal weight to precision and recall.

To illustrate the power of the proposed MLEn, a thorough analogy test with the most popu-

lar MLL techniques was conducted. Additionally, two unique EnML scenarios optimize just

one goal to validate the objective function: ML with HISC and ML with NCL. The sections

that follow provide descriptions of each of these approaches.

Fig 6. EHO workflow [45].

https://doi.org/10.1371/journal.pone.0295248.g006
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• We present an ensembler, DenseNet169, and an algorithm ensemble, DNN algorithm with

EHO. DenseNet is composed of many layers.

• CNN: The MLL technique is built on CNN. The ML-RBF item [22]: Furthermore, the ENL

system’s primary trainer is the RBF neural network-based MLL algorithm, which is based on

the RBF neural networks.

• RAKEL [19]: An extra method of teaching with several values. A basic learner who only has

access to one category forms opinions based on a small, arbitrary subset of the categories.

• ECC [23, 24]: An ensemble method for MLL using learner chains is completely explained by

ECC. The specific purpose of EnML must first be changed to the identical subproblem from

which it originated in order to turn EnML into a subproblem.

• BERT [51]: A transformational NLP approach called Bidirectional Encoder Representations

from Transformers (BERT) looks at the complete phrase from both directions to collect con-

textual word representations. Using an extensive directional Transformer architecture, it is

pre-trained on next-sentence prediction tasks and masked language modeling on unlabeled

text. BERT uses task-specific layers to focus on certain activities and fine-tune them for cut-

ting-edge performance. Its success is based on its capacity to comprehend the context, man-

age remote dependencies, and enhance NLP.

Performance comparison of models

Each experimental data set undergoes tenfold cross-validation to assess the suggested tech-

nique’s performance. The data is divided into ten equal-sized subsets, nine of which are used

to train the model and one for testing. Each subgroup is tested precisely once throughout the

subsequent ten iterations. The standard deviation and average accuracy are computed based

on the results obtained from all ten iterations of the cross-validation process, using the speci-

fied output measures for the entire data set. In order to ensure dependable and effective data

processing, experiments were done on a computer with a quad-core CPU 3.2 GHz and 32 GB

of RAM.

Based on all metrics and datasets, Tables 3–6 demonstrate the performance of six distinct

techniques. The suggested model shows superior performance among these techniques,

including ML with RBF process and combination techniques such as BERT, ECC and RAKEL.

Table 3. Metrics accuracy (Benchmark techniques VS MLEn).

Methods/Datasets Automobiles (%) Birds (%) Emotions (%) Hotel (%) Medical (%) Movies (%) News (%) Proteins (%)

DenseNet-EHO 0.89 0.96 0.95 0.93 0.97 0.92 0.93 0.99

BERT [52] 0.83 0.9 0.73 0.87 0.91 0.81 0.86 0.94

ML-RBF [30] 0.76 0.85 0.67 0.81 0.85 0.74 0.79 0.9

RAKEL [9] 0.77 0.86 0.68 0.82 0.86 0.76 0.81 0.91

RCC [31] 0.73 0.83 0.65 0.79 0.83 0.71 0.76 0.88

CNN [5] 0.79 0.88 0.7 0.84 0.88 0.78 0.83 0.92

NB [6] 0.72 0.82 0.63 0.77 0.82 0.69 0.75 0.87

LSTM [32] 0.81 0.88 0.72 0.85 0.89 0.8 0.84 0.92

ResNet [14] 0.83 0.9 0.73 0.87 0.91 0.81 0.86 0.94

CapsNet [33] 0.82 0.89 0.72 0.86 0.9 0.8 0.85 0.93

GRU [51] 0.78 0.75 0.79 0.77 0.8 0.78 0.75 0.79

https://doi.org/10.1371/journal.pone.0295248.t003
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In aspect-based multi-labeling tasks, Table 3 shows how DenseNet-EHO performs better

than BERT and other techniques while providing higher accuracy. There are several reasons

for this outstanding achievement. First, DenseNet-EHO’s dense interconnection facilitates

efficient information flow and feature reuse. It allows it to capture complex dependencies and

Table 6. Metrics F1-score (Benchmark techniques VS MLEn).

Methods/Datasets Automobiles (%) Birds (%) Emotions (%) Hotel (%) Medical (%) Movies (%) News (%) Proteins (%)

DenseNet-EHO 0.95 0.97 0.92 0.98 0.94 0.96 0.91 0.93

BERT [52] 0.88 0.9 0.85 0.91 0.87 0.89 0.84 0.86

ML-RBF [30] 0.8 0.81 0.77 0.82 0.79 0.81 0.76 0.78

RAKEL [9] 0.83 0.84 0.8 0.85 0.82 0.84 0.79 0.81

ECC [31] 0.78 0.79 0.75 0.8 0.77 0.79 0.74 0.76

CNN [5] 0.81 0.82 0.78 0.83 0.8 0.82 0.77 0.79

NB [6] 0.79 0.8 0.76 0.81 0.78 0.8 0.75 0.77

LSTM [32] 0.85 0.86 0.82 0.87 0.84 0.85 0.81 0.83

ResNet [14] 0.82 0.83 0.79 0.84 0.81 0.82 0.78 0.8

CapsNet [33] 0.84 0.85 0.81 0.86 0.83 0.84 0.8 0.82

GRU [51] 0.79 0.8 0.76 0.81 0.78 0.8 0.75 0.77

https://doi.org/10.1371/journal.pone.0295248.t006

Table 4. Metrics precision (Benchmark techniques VS MLEn).

Methods/Datasets Automobiles (%) Birds (%) Emotions (%) Hotel (%) Medical (%) Movies (%) News (%) Proteins (%)

DenseNet-EHO 0.94 0.98 0.87 0.96 0.96 0.95 0.98 0.90

BERT [52] 0.86 0.90 0.80 0.88 0.92 0.87 0.90 0.82

ML-RBF [30] 0.76 0.82 0.72 0.79 0.83 0.79 0.82 0.74

RAKEL [9] 0.81 0.86 0.76 0.83 0.86 0.83 0.85 0.77

ECC [31] 0.79 0.83 0.73 0.81 0.84 0.80 0.83 0.75

CNN [5] 0.80 0.84 0.74 0.82 0.85 0.82 0.84 0.76

NB [6] 0.75 0.81 0.70 0.78 0.81 0.77 0.80 0.72

LSTM [32] 0.83 0.87 0.77 0.85 0.89 0.84 0.87 0.79

ResNet [14] 0.83 0.87 0.77 0.85 0.89 0.84 0.87 0.79

CapsNet [33] 0.84 0.88 0.75 0.85 0.88 0.85 0.87 0.80

GRU [51] 0.80 0.77 0.81 0.79 0.82 0.80 0.77 0.81

https://doi.org/10.1371/journal.pone.0295248.t004

Table 5. Metrics recall (Benchmark techniques VS MLEn).

Methods/Datasets Automobiles (%) Birds (%) Emotions (%) Hotel (%) Medical (%) Movies (%) News (%) Proteins (%)

DenseNet-EHO 0.94 0.92 0.95 0.93 0.96 0.94 0.92 0.95

BERT [52] 0.87 0.90 0.88 0.86 0.89 0.87 0.90 0.90

ML-RBF [30] 0.78 0.76 0.79 0.77 0.8 0.78 0.76 0.79

RAKEL [9] 0.82 0.8 0.83 0.81 0.84 0.82 0.8 0.83

ECC [31] 0.75 0.73 0.76 0.74 0.77 0.75 0.73 0.76

CNN [5] 0.8 0.78 0.81 0.79 0.82 0.8 0.78 0.81

NB [6] 0.76 0.74 0.77 0.75 0.78 0.76 0.74 0.77

LSTM [32] 0.83 0.8 0.84 0.82 0.85 0.83 0.8 0.84

ResNet [14] 0.85 0.82 0.86 0.84 0.87 0.85 0.82 0.86

CapsNet [33] 0.82 0.79 0.83 0.81 0.84 0.82 0.79 0.83

GRU [51] 0.79 0.76 0.80 0.78 0.81 0.79 0.76 0.80

https://doi.org/10.1371/journal.pone.0295248.t005
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interactions between characteristics and the feelings accompanying them, producing more

accurate predictions. Additionally, DenseNet-EHO’s integration of Elephant Herd Optimisa-

tion (EHO) is essential for raising accuracy. EHO provides a novel optimization technique

that effectively explores the solution space for ideal weights and parameters. By using this

approach, DenseNet-EHO maximizes accuracy, outperforming BERT and other techniques.

Additionally, DenseNet-EHO exhibits an in-depth contextual comprehension of the input

data by utilizing contextual information to capture the local context of each feature and con-

sider the interdependencies between those characteristics and the feelings they are linked with.

Due to this understanding, aspect-based multi-labeling activities may be performed more

accurately and with more informed decisions. Another benefit is its flexibility, which enables it

to learn from distinct dataset features using simulation-driven methodologies and optimize its

accuracy by the subtleties of the datasets.

DenseNet-EHO outperforms BERT and other approaches for aspect-based multi-labeling

tasks thanks to its dense connection, incorporation of Elephant Herd Optimisation, contextual

comprehension, and flexibility. By fine-tuning its performance and aligning its capabilities

with the intricacies and complexities of the data, DenseNet-EHO optimizes its accuracy and

outperforms other methods, including BERT. DenseNet-EHO achieves better accuracy than

BERT and other techniques in aspect-based multi-labeling due to its dense connectivity, utili-

zation of Elephant Herd Optimization, strong contextual understanding, and adaptability to

the specific characteristics of the datasets. These factors contribute to DenseNet-EHO’s ability

to capture intricate relationships, make accurate predictions, and outperform other methods

in aspect-based multi-labeling tasks.

The precision table showcases the precision values achieved by various methods for aspect-

based multi-labeling across different datasets. Precision measures the accuracy of positive pre-

dictions made by a model. Higher precision values indicate fewer false positive predictions.

In Table 4, DenseNet-EHO demonstrates precision values that are approximately 9% higher

than BERT and about 13% higher than the other models. This indicates the superior precision

performance of DenseNet-EHO compared to BERT and other methods for aspect-based mul-

tilabel. The higher precision of DenseNet-EHO can be attributed to its unique architecture

and the utilization of Elephant Herd Optimization. DenseNet-EHO effectively captures intri-

cate relationships between aspects and sentiment labels, enabling more precise predictions.

The model’s ability to integrate feature maps and preserve feature reuse contributes to its supe-

rior precision performance.

In contrast, BERT demonstrates marginally lower precision values than DenseNet-EHO,

which can be attributed to specific inherent characteristics of BERT’s architecture. Although

effective in capturing contextual information, the attention mechanism employed by BERT

may face challenges when dealing with fine-grained aspect-based details. While beneficial in

various natural language processing tasks, the pre-training objectives of BERT may not specifi-

cally optimize its performance for aspect-based multi-labeling. BERT’s contextual representa-

tion of sentiments across different aspects may pose a hurdle in achieving precise predictions.

The intricate interplay between aspects and sentiments requires a nuanced understanding, and

BERT’s attention mechanism may not fully capture the complex nuances at the aspect level.

Consequently, BERT may experience slight limitations when pinpointing and accurately pre-

dicting aspect-based labels.

DenseNet-EHO shines with superior precision, showcasing its prowess in identifying and

predicting aspect-based labels. Its dense connectivity and integration of Elephant Herd Opti-

mization enable it to excel in capturing the intricate details and relationships within aspect-

based multi-labeling tasks. DenseNet-EHO’s ability to precisely discern the different facets of

sentiments and their associations underscores its strength as a robust approach for multi-
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labeling tasks. While BERT remains a powerful language model, its performance in aspect-

based multi-labeling tasks might encounter minor impediments due to the contextual repre-

sentation of sentiments across different aspects. Contrarily, DenseNet-EHO has improved pre-

cision value, allowing it to reliably and accurately navigate the complex world of aspect-based

information. This strengthens DenseNet-EHO’s reputation as a reliable and accurate method

for multi-labeling jobs.

According to the data presented in Table 5, DenseNet-EHO consistently outperforms

BERT and other methods in terms of recall values. This can be attributed to the distinctive

design and optimization approach employed by DenseNet-EHO, which significantly improves

its capability to identify and categorize aspects with precision within the given datasets. In con-

trast, BERT exhibits comparatively lower recall values. The superior recall performance of

DenseNet-EHO emphasizes its exceptional ability to capture pertinent aspects accurately,

establishing it as a robust option for multi-label classification tasks. Additionally, the integra-

tion of Elephant Herd Optimization optimizes the model’s parameters, further contributing to

its improved recall performance. While the other methods in the table also demonstrate vary-

ing recall values across datasets, DenseNet-EHO consistently outperforms them, showcasing

its strength in aspect-based multi-labeling tasks.

Table 6 above presents the performance comparison of different deep learning models on

various datasets for aspect-based multilabel. Each cell in the table represents the F1 score, a

commonly used evaluation metric for measuring the model’s precision and recall. The F1

score considers the precision (the ability to identify relevant aspects correctly) and recall (the

ability to capture all relevant aspects) of the model’s predictions.

Notably, the BERT model exhibits comparatively lower F1 scores across the datasets. This

could be attributed to the complexity and nature of the BERT architecture, which consists of

multiple layers and many parameters. As a result, BERT requires more extensive training and

fine-tuning to effectively capture the intricate relationships between aspects and their corre-

sponding labels. Additionally, the dataset characteristics and the specific preprocessing tech-

niques employed could also impact the performance of BERT.

The Ranking Loss Table 7 compares the performance of various methods on different

multi-label datasets based on their ranking loss values. Ranking loss measures the loss incurred

when a model ranks the true positive labels below the false positive labels. The lower the rank-

ing loss, the better the performance of the method. In this table, we have included the imple-

mentation of DenseNet-EHO, BERT, ML-RBF, RAKEL, RCC, CNN, NB, LSTM, ResNet,

Table 7. Metrics ranking loss (Benchmark techniques VS MLEn).

Methods/Datasets Automobiles Birds Emotions Hotel Medical Movies News Proteins

DenseNet-EHO 0.052 0.05 0.06 0.05 0.055 0.05 0.07 0.058

BERT [52] 0.062 0.06 0.071 0.06 0.066 0.061 0.08 0.069

ML-RBF [30] 0.07 0.07 0.079 0.07 0.075 0.07 0.08 0.078

RAKEL [9] 0.065 0.06 0.074 0.06 0.07 0.064 0.08 0.073

ECC [31] 0.072 0.07 0.081 0.07 0.077 0.073 0.09 0.08

CNN [5] 0.068 0.06 0.077 0.06 0.073 0.067 0.08 0.076

NB [6] 0.071 0.07 0.08 0.07 0.076 0.07 0.09 0.079

LSTM [32] 0.064 0.06 0.073 0.06 0.069 0.063 0.08 0.072

ResNet [14] 0.067 0.07 0.076 0.06 0.072 0.066 0.08 0.075

CapsNet [33] 0.066 0.06 0.075 0.06 0.071 0.065 0.08 0.074

GRU [51] 0.063 0.06 0.072 0.06 0.068 0.062 0.08 0.071

https://doi.org/10.1371/journal.pone.0295248.t007
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CapsNet, and GRU on seven different multi-label datasets, namely, Automobiles, Birds, Emo-

tions, Hotel, Medical, Movies, and Proteins. The results show that DenseNet-EHO outper-

forms all other methods regarding ranking loss on all the datasets, indicating its superiority in

multi-label classification tasks.

The Jaccard Similarity Table 8 presents the Jaccard similarity coefficient for different meth-

ods on various multi-label datasets. By dividing the area of two sets’ intersection by the area of

their union, the Jaccard similarity formula calculates the degree of similarity between them.

Higher Jaccard similarity values indicate better performance, preserving the true positive labels

among the predicted labels. This table compares the performance of DenseNet-EHO, BERT,

ML-RBF, RAKEL, RCC, CNN, NB, LSTM, ResNet, CapsNet, and GRU on multiple datasets.

The results demonstrate that DenseNet-EHO consistently achieves higher Jaccard similarity

values than BERT and other methods across all datasets. This indicates that DenseNet-EHO is

better at preserving the overlap between predicted and true positive labels, leading to more

accurate multi-label classification results.

The AUC-ROC Table 9 represents the performance of different models on various multi-

label datasets. The table showcases the AUC-ROC values achieved by each model for other

datasets. The table shows that DenseNet-EHO consistently achieves higher AUC-ROC values

than BERT and other methods across all datasets. This indicates that DenseNet-EHO

Table 8. Metrics Jaccard similarity (Benchmark techniques VS MLEn).

Methods/ Datasets Automobiles (%) Birds (%) Emotions (%) Hotel (%) Medical (%) Movies (%) News (%) Proteins (%)

DenseNet-EHO 0.93 0.96 0.91 0.98 0.94 0.95 0.9 0.92

BERT [52] 0.87 0.9 0.85 0.92 0.88 0.89 0.84 0.86

ML-RBF [30] 0.72 0.75 0.7 0.77 0.73 0.74 0.69 0.71

RAKEL [9] 0.75 0.78 0.73 0.8 0.76 0.77 0.72 0.74

ECC [31] 0.7 0.73 0.68 0.75 0.71 0.72 0.67 0.69

CNN [5] 0.73 0.76 0.71 0.78 0.74 0.75 0.7 0.72

NB [6] 0.71 0.74 0.69 0.76 0.72 0.73 0.68 0.7

LSTM [32] 0.77 0.8 0.75 0.82 0.78 0.79 0.74 0.76

ResNet [14] 0.74 0.77 0.72 0.79 0.75 0.76 0.71 0.73

CapsNet [33] 0.76 0.79 0.74 0.81 0.77 0.78 0.73 0.75

GRU [51] 0.78 0.81 0.76 0.83 0.79 0.8 0.75 0.77

https://doi.org/10.1371/journal.pone.0295248.t008

Table 9. Metrics AUC-ROC (Benchmark techniques VS MLEn).

Methods/Datasets Automobiles (%) Birds (%) Emotions (%) Hotel (%) Medical (%) Movies (%) News (%) Proteins (%)

DenseNet-EHO 0.98 0.99 0.96 0.98 0.97 0.99 0.96 0.96

BERT [52] 0.9 0.9 0.87 0.91 0.89 0.91 0.86 0.88

ML-RBF [30] 0.81 0.83 0.78 0.84 0.8 0.82 0.77 0.79

RAKEL [9] 0.84 0.86 0.81 0.87 0.83 0.85 0.8 0.82

ECC [31] 0.79 0.81 0.76 0.82 0.78 0.8 0.75 0.77

CNN [5] 0.82 0.84 0.79 0.85 0.81 0.83 0.78 0.8

NB [6] 0.8 0.82 0.77 0.83 0.79 0.81 0.76 0.78

LSTM [32] 0.86 0.88 0.83 0.89 0.85 0.87 0.82 0.84

ResNet [14] 0.83 0.85 0.8 0.86 0.82 0.84 0.79 0.81

CapsNet [33] 0.85 0.87 0.82 0.88 0.84 0.86 0.81 0.83

GRU [51] 0.86 0.88 0.83 0.89 0.85 0.87 0.82 0.84

https://doi.org/10.1371/journal.pone.0295248.t009
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demonstrates superior discriminatory power, accurately distinguishing between positive and

negative instances. The higher AUC-ROC values for DenseNet-EHO suggest its effectiveness

in multi-label classification tasks, surpassing the performance of BERT and other methods.

We conclude that the advantages of MLEn over many other sub-learning systems like

BERT, ECC and NB support our hypothesis. Integrating learners with machine learning into

multilabel learning systems has been shown to have significant advantages over single-label

learning systems, particularly in improving system adaptability. DenseNet, in particular, has

been successful in this regard due to the ability of its EHO algorithm to diversify among sub-

learners. This diversity is a key factor in its success, as it explicitly targets diversity-related

goals that were not realized in previous multilabel studies. We then compare the effect of

objective functions on results in our proposed technique by comparing MLEn by CNN and

Nave Bayes, two distinct types of goal functions.

As shown in Tables 3 to 9, the suggested approach consistently yields the best results on

each dataset. Figs 7 and 8, respectively, show the model loss, validation, and projected model

correctness of the suggested technique. We find that in our suggested strategy, the accuracy of

the model increases as the total number of epochs reduces in terms of loss.

Some features of the different datasets, along with frequency, are shown in Figs 9–11.

Diverse datasets are evaluated using performance metrics like recall, ROC, accuracy, f-

score, and precision.

Fig 7. Model loss.

https://doi.org/10.1371/journal.pone.0295248.g007

PLOS ONE Enhancing aspect-based multi-labeling with ensemble learning

PLOS ONE | https://doi.org/10.1371/journal.pone.0295248 May 21, 2024 23 / 34

https://doi.org/10.1371/journal.pone.0295248.g007
https://doi.org/10.1371/journal.pone.0295248


Fig 8. Model accuracy. (a) Train-validation, (b) Train-Test.

https://doi.org/10.1371/journal.pone.0295248.g008
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As it is shown in Fig 12, our proposed ensembler produces an overall better rating on the

movie dataset. Despite being a multi-label dataset, the suggested ensembler outperforms even

the most challenging approaches. In performance evaluations, as depicted in Fig 12, the rec-

ommended ensembler surpasses previous methods. An interesting observation is that the sug-

gested ensembler demonstrates unexpectedly robust results when dealing with multi-labeling

data, attributed to its high accuracy.

As the operational output increases in Fig 12, the ML-RBF drops. Fig 12 suggests that

MLEan is becoming better. The diverging tendencies of these goals show that they are essen-

tially opposed to one another. Because of the ML-RBF optimization, the anticipated founda-

tion learner labels overlap with labels in the right places. Consequently, these foundational

learners all have the same appearance. On the other hand, ECC efficiency allows learners to be

as adaptable as possible regarding their training losses. In most cases, the declared objectives

are diametrically opposite. The issue presents an opportunity for ML with RBF to successfully

balance the two goals through population optimization. In this circumstance, ECC and NB are

Fig 9. Emotion dataset (Features with frequency).

https://doi.org/10.1371/journal.pone.0295248.g009
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just assessing the diversity and precision of the fundamental learners, not the ensemble’s over-

all performance. The ensemble has not declined despite the drop in ML-RBF.

Regardless, the increase in MLEn shows that base learners were expanding, improving

group performance. By utilizing a meta-heuristic approach to adjust the values of primary

parameters, the performance of the ensembler method has been enhanced, leading to an

improvement in the accuracy of multi-labeling. Consequently, multilabel categorization com-

petence is raised by MLEn, which consistently improves a multilabel ensemble’s capacity for

generalization.

To include uncertainty in the benchmark schemes and suggested algorithm decision-mak-

ing, a Sensitivity Analysis (SA) is employed. Assessing the required modifications for each

uncertain element precedes any changes to the initial decision in the SA process. The most

accurate projections for the variables in each technique are displayed, together with the degree

to which they differ from the initial estimate. As shown in Fig 13, the SA of the proposed

approach is computed.

Fig 10. Medical dataset (Features with frequency).

https://doi.org/10.1371/journal.pone.0295248.g010
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Fig 14 also displays the SA of the most current benchmark techniques. Compared to bench-

mark algorithms, According to SA comparisons, the baseline-related variables with the lowest

variation are the SEn variables.

The Fig 15 represents the time complexity of various methods for different datasets in sec-

onds. The time complexity indicates the time each method requires to perform the given task.

Lower time complexity values imply faster execution and better efficiency. Furthermore, Den-

seNet-EHO stands out with the lowest time complexity, taking less than 75 seconds for all

datasets. This indicates that DenseNet-EHO has a significantly faster execution time than

other methods. On the other hand, BERT takes around 2.5 to 4.5 minutes, which is relatively

higher in comparison.

In the context of ethical considerations in logistics, the discernible differences in time com-

plexity between DenseNet-EHO and BERT become crucial factors influencing the choice of

sentiment analysis models. The unique architectural designs and computational demands of

DenseNet-EHO and BERT play a pivotal role in determining their applicability in a logistics

Fig 11. News dataset (Features with frequency).

https://doi.org/10.1371/journal.pone.0295248.g011
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setting. DenseNet-EHO, a meticulously crafted deep learning model that combines the power

of DenseNet with the Elephant Herd Optimization algorithm, exhibits a notable advantage in

computational efficiency, resulting in expedited execution. This efficiency aligns with the ethi-

cal imperative of optimizing resource utilization in logistical operations. On the other hand,

BERT, a renowned transformer-based model, presents itself as a formidable contender with its

intricate network structure and substantial computational requirements. The decision to

employ BERT would necessitate considering the ethical implications of its heightened compu-

tational demands. Furthermore, in the ethical landscape of logistics, the time complexity analy-

sis gains significance. DenseNet-EHO’s lower time complexity can be attributed to its inherent

advantages, including an optimized architecture and efficient parameter optimization. The

dense connectivity pattern within DenseNet-EHO facilitates streamlined information flow

and parameter sharing, minimizing redundant computations and enhancing overall efficiency.

This aligns with ethical considerations in logistics, emphasizing the importance of resource

efficiency and reduced environmental impact.

Fig 16 provides a visual snapshot of how various machine learning models, including Den-

seNet-EHO and BERT, fare in balancing precision and recall when dealing with multilabel

classification challenges in the logistics domain. It vividly underscores the exceptional capabili-

ties of the “DenseNet-EHO” model while serving as a benchmark for assessing the perfor-

mance of other models, some of which may employ random predictions. Essentially, Fig 16

illustrates how different classifiers in the logistics industry trade off precision—the accuracy of

positive predictions—and recall—the capacity to record real positive cases. It underscores that

the “DenseNet-EHO” model achieves a remarkable precision-recall balance, setting a high eth-

ical standard for comparison.

In short, the disparity in time complexity between DenseNet-EHO and BERT stems from

their distinct architectural designs, with DenseNet-EHO showcasing its optimized structure

and efficient parameter utilization. These factors, coupled with the inherent benefits of dense

Fig 12. Accuracy of benchmark and proposed method on different datasets.

https://doi.org/10.1371/journal.pone.0295248.g012
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connectivity, enable DenseNet-EHO to exhibit swifter execution times—an enticing prospect

for researchers seeking computational efficiency and prompt results in their endeavors.

Conclusion

Our study explores the ethical dimensions of sentiment analysis within the logistics context,

introducing MLEn—an innovative approach grounded in an optimization framework. MLEn

adopts a multi-objective strategy, effectively addressing the complexities of multi-labeling in

logistics. It refines the accuracy of the multi-label learner, assembles ground-based learners,

and elevates prediction quality. Utilizing preprocessing techniques, sentiment intensity analy-

sis, and advanced vectorization methods, MLEn establishes a robust foundation for ethical

sentiment analysis in logistics. In extensive evaluations across seven datasets, MLEn consis-

tently outperforms established algorithms within the logistics domain, showcasing its rele-

vance and efficiency. Our work has effects for text summarization, extreme multilabeling, and

Fig 13. MLEn sensitivity analysis.

https://doi.org/10.1371/journal.pone.0295248.g013
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Fig 14. Deep learning CNN model (Sensitivity analysis).

https://doi.org/10.1371/journal.pone.0295248.g014

Fig 15. Time complexity of proposed VS existing literature methods.

https://doi.org/10.1371/journal.pone.0295248.g015
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vocabulary training in logistics-specific voice recognition systems, which makes it significant

beyond sentiment analysis. The remarkable capabilities of MLEn place our study at the cutting

edge of ethical sentiment analysis in logistics, consequently stimulating more research and

advancement.

In future, optimizing models like BERT and DenseNet for aspect-based multi-labeling in

logistics may require additional investigation. Fine-tuning hyperparameters, refining training

processes, and incorporating domain-specific techniques are avenues for achieving higher per-

formance levels. These efforts ensure ethical considerations integral to logistics operations are

appropriately addressed, aligning with the evolving landscape of sentiment analysis in

logistics.
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