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Abstract

This paper proposes two new weighted quantile regression estimators for static panel data

model with time-invariant regressors. The two new estimators can improve the estimation of

the coefficients with time-invariant regressors, which are computationally convenient and

simple to implement. Also, the paper shows consistency and asymptotic normality of the

two proposed estimator for sequential and simultaneous N, T asymptotics. Monte Carlo sim-

ulation in various parameters sets proves the validity of the proposed approach. It has an

empirical application to study the effects of the influence factors of China’s exports using the

trade gravity model.

Introduction

Panel data have their own distinct data characteristics, compared with simple cross-sectional

data and time series data. Panel data have more observations, which can improve the validity

of econometric model estimation. Besides, panel data can control the effect of omitted vari-

ables when modeling and improve the estimation accuracy of the estimation. The traditional

panel data analysis is mainly based on the conditional mean regression methods, which cannot

fully describe the data. Quantile regression for panel date can describe the independent vari-

able for the dependent variable range accurately, and capture systematic influences of covari-

ates on the location, scale and shape of the conditional distribution of the response.

Recently, there has been a growing literature on studying quantile regression for static

panel data. Koenker [1] proposed quantile regression with fixed effects (FEQR) and penalized

quantile regression with fixed effect (PQR) employing l1 regularization methods, pointed out

that shrinkage of a large number of individual fixed effects toward a common value in the

panel model can help to modify the variability caused by these individual effects. Lamarche [2]

proved that there existing optimal penalty parameter of penalized quantile regression for panel

data with fixed effect. However, when the sample size is large, the calculation of the penalty

estimation is rather complicate. Moreover, when the panel data model contains time-invariant

variables, the penalty estimator is less effective in estimating the time-invariant variables.

Canay [3] introduceed a two-step estimator for panel data quantile regression models. The

two-step estimation method eliminates the fixed effect in the first step, which can greatly

reduce the estimated parameters in quantile regression and avoid the choice of the penalty
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parameters. Obviously, when there are non time-varying variables in the panel model, the

two-stage estimation method will ignore the estimation of the coefficient of the non time-vary-

ing covariates.

Galvao and Wang [4] developed a new minimum distance quantile regression (MD-QR)

estimator for panel data models with fixed effects, which is computationally fast, especially for

large cross-sections. Galvao et al. [5] proved that unbiased asymptotic normality of both the

FEQR and MD-QR estimators, showing that quantile regression is applicable to the same type

of panel data (in terms of N, T) as other nonlinear models. However, the MD-QR estimator is

not applicable to the case that the panel model contains the time-invariant independent vari-

ables, which is defined as the weighted average of the individual quantile regression slope esti-

mators. There have been other growing studies on quantile regression for panel data. See, for

example, Harding and Lamarche [6, 7], Galvao et al. [8], Tao et al. [9], Dai et al. [10], Dai and

Jin [11]. The existing research on panel data models mainly focuses on obtaining estimates of

time-varying covariates. However, when the panel model contains time-varying covariates,

most of these methods are ineffective, or the estimation results are poor.

Some researchers have studied parameter estimation for panel models with time-invariant

covariates based on mean regression methods. Plümper and Troeger [12] suggested a three-

stage procedure for the estimation of time-invariant in panel data models with unit effects.

Pesaran and Zhou [13] proposed the fixed effects filtered (FEF) and fixed effects filtered instru-

mental variable (FEF-IV) estimators for estimation and inference in the case of time-invariant

effects in static panel data models when N is large and T is fixed. Kripfganz and Schwarz [14]

proposed a two-stage estimation procedure to identify the effects of time-invariant regressors

in a dynamic version of the Hausman-Taylor model. Zhang and Zhou [15] used generalized

method of moments (GMM) to estimate the time-varying effects in the first step, and run

cross-sectional OLS regression of the time series average of the residuals to estimate the time-

invariant effects in the second step.

To the best of our knowledge, our paper is the first to study quantile regression for panel

data models with time-invariant regressors. We propose two weighted estimators of quantile

regression. The minimum distance estimation and the two-step estimation of quantile regres-

sion fail, when panel date model exists time-invariant regressors. Therefore, we give two new

estimators to improve the estimation of coefficients of time-invariant variables. First, consider-

ing the time-invariant regressor is exogenous, we propose a weighted estimator of quantile

regression (W-QR). And then, regarding the time-invariant regressor is endogenous, we pro-

pose a weighted estimator of instrumental variable quantile regression (W-IVQR). The two

new proposed methods need only two steps, which is computationally convenient and simple

to implement. Regress dependent variables on time-varying variables with an intercept using

the conventional quantile regression to obtain the slope and intercept estimators for each indi-

vidual in the first step, and then use different weighted definitions to the obtained slope and

intercept estimators to get the estimator of β and γ respectively in the second step. Besides, we

study the asymptotic properties of W-QR and W-IVQR estimator under both sequential and

simultaneous limits. Monte Carlo simulation in various parameters sets prove the validity of the

proposed approach. Finally, we illustrate the proposed W-QR estimation with an application to

analyze the effects of the influence factors of China’s exports using the trade gravity model.

The rest of the paper is organized as follows. Section 2 gives the static panel data model

with time-invariant regressors and proposes the W-QR estimator and the W-IVQR estimator.

Section 3 is devoted to the asymptotic behavior of the proposed estimators. Section 4 describes

the Monte Carlo simulation. In Section 5, we illustrate the new approaches with an application

to analyze the effects of the influence factors of China’s exports using the trade gravity model.

In the end, Section 6 summarizes the paper.
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The model and estimators

Static panel data model with time-invariant regressors

Consider the panel data model that contains time-varying as well as time-invariant regressors:

yit ¼ Zi þ z0iγ þ x0itβþ εit; i ¼ 1; 2; . . . ;N; t ¼ 1; 2; . . . ;T; ð1Þ

where xit is a q × 1 vector of time-varying variables, and zi is a p × 1 vector of observed individ-

ual-specific variables that only vary over the cross-sectional unit i. In addition to zi, the out-

comes, yit, are also governed by unobserved individual specific effects, ηi. The focus of the

analysis is on estimation and inference involving the elements of β and γ. It is clear that with-

out further restrictions on ηi, γ cannot be identified even if β is known to the researchers. For

example, consider the simple case where β = 0, and assume that T is small. Then averaging

across t, we obtain

yi ¼ z0iγ þ vi;

where yi ¼ T � 1ST
t¼1
yit, vi ¼ Zi þ ε i, and ε i ¼ T � 1ST

t¼1
εit. It is clear that without specifying how

vi and zi are related it will not be possible to identify the zi. To deal with this problem, it is

often assumed that there exists instruments that are uncorrelated with vi, but at the same time

are sufficiently correlated with zi. Even if such instruments exist, a number of further compli-

cations arise if β 6¼ 0. In such a case, the instrumental variable approach must be extended also

to deal with the possible dependencies between ηi and xit. In what follows we allow for xit and

ηi to have any degree of dependence, but initially assume that zi and vi are uncorrelated for

identification of γ.

It is convenient to write model (1) in matrix form as,

y ¼ Dηþ Zγ þXβþ ε; ð2Þ

where y = (yit) is a NT × 1 matrix, z ¼ ðz0
1
; . . . ; zNÞ

0
, Z = z � lT is a NT × p matrix, � is the

Kronecker product, X = (xit) is a NT × q matrix, D = IN � lT, lT is a T × 1 vector of ones,

η = (η1, � � �, ηN)0 is the N × 1 vector of individual specific effects or intercepts, and ε = (εit)
is a NT × 1 matrix. Note that D and Z represent an incidence matrix that identifies the N
distinct individuals in the sample.

We assume that the τth quantile of the error εit(τ) is equal to zero. We consider the follow-

ing model for the τth conditional quantile functions of the response of the tth observation on

the ith individual yit,

Qyit
ðtjxit; zi; ZiÞ ¼ ZiðtÞ þ z0iγðtÞ þ x0itβðtÞ: ð3Þ

Galvao and Wang [4] propose a simple to implement and efficient minimum distance quantile

regression estimator for panels with fixed effects. They consider a minimum distance quantile

regression (MD-QR) estimator, bβMD, defined as follows

bβMD ¼

 
XN

i¼1

V� 1

i

!� 1
XN

i¼1

V� 1

i
bβi;

where bβ i is the slope coefficient estimator from each individual quantile regression problem

using the time-series data, and Vi denotes the associated variance-covariance matrix of βi for

each individual. As we can see, MD-IVQR estimator is defined as the weighted average of the

conventional QR slope estimators, with weights given by the inverses of the corresponding
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individual variance-covariance matrices, thus, when the model contains time-invariant regres-

sors, MD-QR estimator can not identify γ(τ) and ηi(τ).

Chetverikov et al. [16] are primarily interested in estimating γ(τ). They point out that (3)

can also be considered as a special case in form of

Qyit
ðtjxit; zi;

~β iÞ ¼ ~x 0it
~β iðtÞ; t 2 U; ð4Þ

~β i;1ðtÞ ¼ z0iγðtÞ þ ZiðtÞ; t 2 U: ð5Þ

Indeed, setting ~x it ¼ ð1; xitÞ, and assuming that ~β iðtÞ ¼ ð
~βi;1ðtÞ; βðtÞÞ. To estimate γ(τ), they

develop the grouped IV quantile regression estimator which consists of the following two

stages. At the first stage, for each τ and i, estimate τth quantile regression of yit on ~x it by the

classical quantile regression estimator of Koenker and Bassett [17]. Estimate a 2SLS regression

of
b~β i;1ðtÞ on zi using the instrument to get an estimator of γ(τ) at the second stage. The differ-

ences between our study and Chetverikov et al. [16] lie in three aspects: (1) Chetverikov et al.

[16] consider a more general model that allows for interaction via ~βiðtÞ, the panel data model

(3) studied in this paper is a special case of (4)-(5) in form and has no interaction effect; (2) our

study is interested in estimating β(τ) and γ(τ), Chetverikov et al. [16] are primarily interested

in estimating γ(τ) without considering the estimation of β(τ); (3) there are different require-

ments for N and T tending to infinity in asymptotic theory, Chetverikov et al. [16] assume that

N2=3 log T
T ! 0 as N!1, our study assumes that

N2ðlog NÞ
T jlog ðlog NÞ0:5

T0:5 j
2
! 0 as N!1.

The W-QR estimator

In this section, we consider the case when the time-invariant regressor zi is exogenous, that is,

E(ziηi(τ)) = 0. The weighted estimator of quantile regression (W-QR) estimator can be com-

puted as follows.

Step 1: For each individual i and each quantile index τ from the set U of indices of interest,

estimate τth quantile regression of yit on the time-varying regressors xit by the classical quantile

regression estimator of Koenker and Bassett [17]:

ðba iðtÞ;
bβ iðtÞÞ ¼ arg min

β2Rq ;ai2R1

XT

t¼1

rtðyit � aiðtÞ � x0itβðtÞÞ; ð6Þ

where ρτ(u) = u(τ − I(u< 0)) is the check function. We can see that bβ iðtÞ and ba iðtÞ are the

slope and intercept estimator for each individual quantile regression problem with using the

time-series data.

Step 2: Follow Galvao and Wang [4], and like Chetverikov et al. [16] and Pesaran and Zhou

[13], the W-QR estimator is computed as

bγW� QRðtÞ ¼

"
XN

i¼1

ðzi � zÞðzi � zÞ
0

#� 1
XN

i¼1

ðzi � zÞ
�
baiðtÞ � ba ðtÞ

�
; ð7Þ

bβW� QRðtÞ ¼ ð
XN

i¼1

V� 1

i Þ
� 1
XN

i¼1

V� 1

i
bβ iðtÞ; ð8Þ

bZ i;W� QRðtÞ ¼ yi � z0ibγW� QRðtÞ � x0i
bβW� QRðtÞ; ð9Þ
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where z ¼ N � 1
PN

i¼1
zi, baðtÞ ¼ N � 1

PN
i¼1
baiðtÞ, x i ¼ T � 1

PT
t¼1

xit and Vi denotes the associ-

ated variance-covariance matrix of bβi for each individual. As we can see that the estimators bβ i

and ba i gained in the first step are weighted in different forms separately to get the W-QR esti-

mator of bβ and bγ in the second step. According to the above formulas (7) and (8), the bβ is a

weighted combination of bβ i, and bγ is a weighted combination of centralized ba i. In addition,

the definition of bZ i;W� QRðtÞmakes sense because bZ iðtÞ is the intercept for cross-sectional unit i.
Remark 1: In mean regression, one need to compute FE estimator of β, and then use the FE

residuals to obtain γ, see, Plümper and Troeger [12], Pesaran and Zhou [13]. That is to say, the

mean regression methods to settle the estimation of model (1) need at least two stages. FE esti-

mator of β is computed at the first stage, and the estimator of time invariant effects is gained at

the second stage. Compared with the mean regression methods of parameter estimation in

model (1), the proposed method need only two steps, which is computationally convenient

and simple to implement. Regress yit on xit with an intercept using the conventional quantile

regression to obtain the slope and intercept estimators for each i in the first step, and then use

different weighted definitions to the obtained slope and intercept estimators to get the W-QR

estimator of β and γ respectively in the second step.

Remark 2: However, the estimator bβW� QRðtÞ, defined in (8) is infeasible in applications

unless Vi is known for every individual. Thus, it is suggest to use the corresponding consistent

estimator bV i to replace the unknown Vi, then bβW� QRðtÞ is given by

bβW� QRðtÞ ¼ ð
XN

i¼1

bV � 1

i Þ
� 1
XN

i¼1

bV � 1

i
bβiðtÞ: ð10Þ

The specific form of bV depends on the assumption on the dependence across individuals,

examples for such estimators will be provided in formula (12).

The W-IVQR estimator

In this section, we discuss the case when the time-invariant regressor zi is exogenous. That is,

we consider that zi is correlated with ηj(τ) or εj(τ). We propose an IV version of W-QR estima-

tor (denoted as W-IVQR) that allows for endogeneity of the time-invariant regressors.

We now provide W-IVQR estimator that allows for possible endogeneity of the time-invari-

ant regressors, assuming the existence of s × 1 vector of instruments ri for time-invariant zi,

where ri is independent of ηj(τ) and εj(τ) for all i and j and s� p. The W-IVQR estimator can

be obtained as follows.

Step 1: For each individual i and each quantile index τ from the set U of indices of interest,

estimate τth quantile regression of yit on the time-varying regressors xit by the classical quantile

regression estimator of Koenker and Bassett [17]:

ðbβ iðtÞ; ba iðtÞÞ ¼ arg min
β2Rq ;ai2R1

XT

t¼1

rtðyit � x0itβðtÞ � aiðtÞÞ: ð11Þ

We can see that bβ iðtÞ and ba iðtÞ are the slope and intercept estimator for each individual quan-

tile regression problem with using the time-series data.

PLOS ONE Quantile regression for static panel data models with time-invariant regressors

PLOS ONE | https://doi.org/10.1371/journal.pone.0289474 August 2, 2023 5 / 30

https://doi.org/10.1371/journal.pone.0289474


Step 2: Follow Galvao and Wang [4], and like Chetverikov et al. [16] and Pesaran and Zhou

[13], the W-IVQR estimator is computed as

bγW� IVQRðtÞ ¼ ðQzr;NQ
� 1

rr;NQ
0

zr;NÞ
� 1
ðQzr;NQ

� 1

rr;NQ
rbaðtÞ;NÞ;

bβW� IVQRðtÞ ¼ ð
XN

i¼1

V � 1

i Þ
� 1
XN

i¼1

V � 1

i
bβiðtÞ;

and

bZ i;W� IVQRðtÞ ¼ yi � z0ibγW� IVQRðtÞ � x0i
bβW� IVQRðtÞ;

where Qzr,N, Qrr,N and Q
rbaðtÞ;N are

Qzr;N ¼ N � 1
XN

i¼1

ðzi � zÞðri � rÞ0; bQrr ¼ N � 1
XN

i¼1

ðri � rÞðri � rÞ0;

Q
rbaðtÞ;N ¼ N � 1

XN

i¼1

ðri � rÞðbaiðtÞ � baðtÞÞ;

r ¼ N � 1
PN

i¼1
ri, z ¼ N � 1

PN
i¼1

zi; and baðtÞ ¼ N � 1
PN

i¼1
baiðtÞ, yi ¼ T � 1ST

t¼1
yit,

x i ¼ T � 1ST
t¼1

xit.
Remark 3: In Step 2, we estimate a centralized 2SLS regression of ba iðtÞ on zi using ri as an

instrument to get an estimator bγðtÞ of γ(τ). The instrument ri needs to satisfy the following

two conditions: (i) instruments ri can impact zi, and dim(ri)� dim(zi); (ii) ri is independent of

ηj(τ) and εj(τ) for all i and j. In practice, for panel data model (1), we can choose Hausman and

Taylor instrumental variables in [18]. Hausman and Talyor [18] proposed Hausman and

Talyor (HT) estimator. One advantage of HT estimator is that there is no need for HT method

to adapt instrumental variables beyond the model, but it requires the dimension of xit which

are uncorrelated with the individual effects is greater than zi that are correlated with the indi-

vidual effects. That is, we can use x i as instrumental variables of ri, provided that s� p in prac-

tice. HT instrumental variables have been widely used in quantile regression for panel data,

e.g. see [6, 9].

Asymptotic theory

Now we briefly discuss the asymptotic properties of the W-QR and W-IVQR estimators.

We study the asymptotic properties of the two proposed estimators when both T and N go

to infinity, both sequentially and simultaneously. The sequential asymptotics, denoted by

(T, N)seq!1, is defined as T diverging to infinity first, and then N!1. The simultaneous

asymptotics, denoted by (T, N)!1, means T and N tend to infinity at the same time.

Basic assumptions

To establish the asymptotic properties, we impose the following regularity conditions.

Assumption 1: (i) Observations are independent across individuals. (ii) For all i = 1, � � �, N,

(xit, yit) are i.i.d. within individuals.

Assumption 2: (i) For all i = 1, � � �, N and t = 1, � � �, T, the regressors, xit satisfy the moment

conditions k xit k � CM. (ii) For all i = 1, � � �, N, all eigenvalues of E½~x it~x 0it� are bounded from

below by cM.
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Assumption 3: For all τ 2 U, (β(τ), γ(τ), η(τ)) is in the interior of the set B� G � T and

B� G � T is compact. Put uit≔yit � Zi � z0iγ � x0itβ, for each δ> 0,

�d ¼ inf
1�i�N

inf
jZi jþkβkþkγk¼d

E½
Z Ziþz0iγþx

0
itβ

0

fFiðsjzi; xitÞ � tgds� > 0;

where Fi(�) is the distribution function of uit conditional on xit and zi.

Assumption 4: (i) Let fi(�) denote the conditional density function of uit given xit and zi, the

conditional density function of fi(�) is continuously differentiable. For all τ 2 U, i = 1, � � �, N,

fi(�)� Cf and fi(0)� cf. (ii) The derivative f 0i ð�Þ satisfying jf 0i ðuitjzi; xitÞj � Cf .

Although in practice the observations are dependent across time for panel data, Assumption

1 is usual in the literature (see e.g. [4, 5, 11, 19]) partly, because the measurements are sparse

and the dependence between them are negligible. Assumption 1 excludes such a negligible

temporal dependence to simplify the results. Assumption 2(i) requires the restriction boundary

conditions of xit. Assumption 2(ii) assures that E½~x it~x 0it� are bounded uniformly across i.
Assumption 3 restricts the compactness on the parameter space and the inequality is important

for the parameter’s identification. It corresponds to Condition 3 of [4, 20]. Assumption 4 is a

mild regularity condition that is typically imposed in the quantile regression analysis. Assump-

tion 4 restricts the smoothness and the boundedness of the density and its derivatives.

In applications, the variance-covariance matrices are unknown and need to be estimated.

When T and N tend to infinity, we impose the following assumption.

Assumption 5: bVi ¼ Vi þ opð1Þ as T!1. Assume that ðN � 1
PN

i¼1

V� 1

i Þ
� 1
! V, where

V≔lim
N!1
ðN � 1

PN

i¼1

V� 1

i Þ
� 1

exists and is nonsingular.

Assumption 5’: bV i ¼ Vi þ OpðT � 1=2h� 1=2

N Þ for some hN # 0 uniformly across i and

lim
N!1

N
ThN
¼ 0 as N!1, hN is a bandwidth. Assume that ðN � 1

PN

i¼1

V� 1

i Þ
� 1
! V, where

V≔lim
N!1
ðN � 1

PN

i¼1

V� 1

i Þ
� 1

exists and is nonsingular.

An example that satisfies Assumption 5 is given in Equation 9 in [5]. Besides, an example

satisfying Assumption 5’ is

tð1 � tÞ
1

T

XT

t¼1

KhN
buitð Þxitx

0

it

!� 1

1

T

XT

t¼1

xitx
0

it
1

T

XT

t¼1

KhN
buitð Þxitx

0

it

!� 1

; ð12Þ

  

where buit ¼ yit � bZ i � z0ibγ � x0itbβ and KhN
ð�Þ is defined in [19].

Asymptotic properties of the W-QR estimator

Assumption 6: (i) The time-invariant regressors, zi are independent of vjðtÞ ¼ ZjðtÞ þ ε jðtÞ

for all τ 2 U and i, j = 1, � � �, N, and ηi and ε i are independent. (ii) For all i = 1, � � �, N, zi satisfy

the moment conditions k~z ik < CM. (iii) As N!1, N � 1
PN

i¼1

E½~zi~z0i� ! Qzz.

Assumption 7: (i) For all i = 1, � � �, N, E
h
sup

t2U jZiðtÞj
4þcM
i
� CM . (ii) As N!1,

N � 1
PN

i¼1
E½ZiðtÞZiðtÞ~zi~z0i� ! JðtÞ.

Assumption 6(i)-(ii) require that zi is exogenous and bounded. Assumption 6(iii) and

Assumption 7 are familiar identification conditions in regression analysis.
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Under both sequential and simultaneous limits, we show the consistency of bγW� QRðtÞ and

bβW� QRðtÞ.

Theorem 1. 1. Under Assumptions 1–3 and Assumptions 5–7,

bγW� QRðtÞ!
p

γðtÞ;

bβW� QRðtÞ!
p

βðtÞ

as (T, N)seq!1.

2. Under Assumptions 1–4, 5’and Assumptions 6–7,

bγW� QRðtÞ!
p

γðtÞ;

bβW� QRðtÞ!
p

βðtÞ

as (T, N)!1 and
log N
T ! 0.

Next, under the simultaneous limits, we show the asymptotic normality of bγW� QRðtÞ and

bβW� QRðtÞ.

Theorem 2. Under Assumptions 1–4, 5’and Assumptions 6–7, as (T, N)!1 and

N2ðlog NÞ
T jlog ðlog NÞ0:5

T0:5 j
2
! 0,

ffiffiffiffi
N
p
ðbγW� QRðtÞ � γðtÞÞ!d Nð0;OðtÞÞ;

and

ffiffiffiffiffiffiffi
NT
p

ðbβW� QRðtÞ � βðtÞÞ!d Nð0;VÞ;

where OðtÞ ¼ QzzJðtÞQ
0

zz, Qzz is defined in Assumption 6(iii) and J(τ) is defined in Assump-

tion 7(ii), and V is defined in Assumption 5’.

Asymptotic properties of the W-IVQR estimator

In this section, we study the asymptotic properties of the W-IVQR estimator. The W-IVQR

estimator is proposed to deal with the case where zi is endogenous variable. Assume there

exists instrument ri for time-invariant zi, where ri is independent of ηj(τ) and εj(τ) for all i and

j and s� p. Throughout this section we will make the following assumptions.

Assumption 6’: As N!1,

XN

i¼1

E½~z i~r
0

i� ! Qzr;
XN

i¼1

E½~r i~r
0

i� ! Qrr:

Assumption 7’: (i) For all τ 2 U and i, j = 1, � � �, N, E[riηj(τ)] = 0. (ii) As N!1,

N � 1
PN

i¼1
E½ZiðtÞZiðtÞ~r i~r 0i� ! ~JðtÞ. (iii) For all i = 1, � � �, N and t = 1, � � �, T, yit is independent

of ri conditional on (xit, zi, ηi). (iv) For all i = 1, � � �, N, E½k~rik
4þcM � � CM.

Assumptions 6’-7’ are identification conditions.
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Theorem 3. 1. Under Assumptions 1–3, 5 and 6’-7’,

bγW� IVQRðtÞ!
p

γðtÞ;

bβW� IVQRðtÞ!
p

βðtÞ

as (T, N)seq!1.

2. Under Assumptions 1–4, 5’-7’,

bγW� IVQRðtÞ!
p

γðtÞ;

bβW� IVQRðtÞ!
p

βðtÞ

as (T, N)!1 and
log N
T ! 0.

Theorem 4. Under Assumptions 1–4, 5’-7’, as (T, N)!1 and
N2ðlog NÞ

T jlog ðlog NÞ0:5

T0:5 j
2
! 0,

ffiffiffiffi
N
p
ðbγW� IVQRðtÞ � γðtÞÞ!d Nð0; ~OðtÞÞ;

and

ffiffiffiffiffiffiffi
NT
p

ðbβW� IVQRðtÞ � βðtÞÞ!d Nð0;VÞ;

where ~OðtÞ ¼ S~JðtÞS0, S ¼ ðQzrQ
� 1

rr Q
0

zrÞ
� 1QzrQ

� 1

rr , Qzr and Qrr are defined in Assumption 6’,

~JðtÞ is defined in Assumption 7’(ii), and V defined in Assumption 5’.

Remark 4: In our treatment of panel data models we have assumed that a balanced panel is

available, that is each cross-sectional unit has the same time periods available. Often, some

periods are missing for some units, and we are left with an unbalanced panel. The two pro-

posed estimators for unbalanced panel data are consistency and asympotic normality under

specific assumptions. Follow [21], let κi = (κi1, � � �, κiT)0 denotes the T × 1 vector of selection

indicators: κit� 1 if (xit, yit) is observed, and zero otherwise. Consider the case κi is indepen-

dent of (εi(τ), xi, zi, ηi(τ)) for τ 2 U, where xi = (xi1, � � �, xiT)0, εi = (εi1, � � �, εiT)0, the proposed

estimators are consistency and asympotic normality by strengthening some assumptions, such

as mini Ti satisfies the assumptions of T, where Ti ¼
PT

t¼1

kit. A more complicated problem arises

when κi depends on (εi(τ), xi, zi, ηi(τ)), for example, when Ti is treated as nonrandom more

assumptions need to be modified.

Monte Carlo simulation

We conduct some simulations to assess the finite sample performance of the proposed estima-

tors, W-QR and W-IVQR estimator. We employ two variants of the data generating process

(DGP). DGP A considers the time-invariant variable is exogenous. While under DGP B, the

time-invariant variable is correlated with the fixed effects. Specifically, yit, fixed effect αi and
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time-varying regressors are generated from the following model:

yit ¼ 1þ ai þ b1xit;1 þ b2xit;2 þ g1zi1 þ g2zi2 þ εit; i ¼ 1; 2; . . . ;N; t ¼ 1; 2; . . . ;T;

ai ¼ wit;1 þ wit;2 þ Zi þ 0:1;

xit;1 ¼ Zig1t þ wit;1;

xit;2 ¼ Zig2t þ wit;2;

where β1 = β2 = γ1 = γ2 = 1, g1t* U(1, 2), g2t* U(1, 2), ηi* 0.5(χ2(2) − 2) and

wit;1;wit;2�
iid Nð0; 1Þ.

As regards time-invariant variables, zi,j for j = 1, 2, we consider two different forms of gen-

eration of two time-invariant variables. Two time-invariant regressors zi1 and zi2 are generated

as

zi ¼
1

1

� �

þ Λw i þ aiϕþ ζi;

where zi ¼ ðzi1; zi2Þ
0
;w i ¼ ðwi1;wi2Þ

0
, wij ¼ T � 1

PT
t¼1

wit;j, L ¼
1 1

1 1

� �

and ζi�
iid Nð0; I2Þ. In

DGP A, we set ϕ = (ϕ1, ϕ2)0 = 0, where the time-invariant regressors are exogenous. While ϕ =

(ϕ1, ϕ2)0 = (1, 1)0 is set in DGP B, meaning that the time-invariant regressors are correlated

with fixed effects. For the instrument variables ri used in DGP B are generated as

ri ¼ γζζi þ Tww i þ ξi;

with

γζ ¼

1 0

1 0

0 1

0 1

0

B
B
@

1

C
C
A;

Tw ¼

1 1

1 1

1 1

1 1

0

B
B
@

1

C
C
A;

and ξi�
iid Nð0; I4Þ.

For DGP A, we consider two different process for εit:
Case 1: εit�

iid Nð0; 1Þ; i ¼ 1; 2; . . . ;N; t ¼ 1; 2; . . . ;T:
Case 2: εit�

iid tð3Þ; i ¼ 1; 2; . . . ;N; t ¼ 1; 2; . . . ;T:
And for the DGP B, we also consider two different process for εit:
Case 3: εit�

iid Nð0; 1Þ; i ¼ 1; 2; . . . ;N; t ¼ 1; 2; . . . ;T:
Case 4: εit�

iid tð3Þ; i ¼ 1; 2; . . . ;N; t ¼ 1; 2; . . . ;T:
Here we set the number of replications to 1000. For the sake of comparing the performance

and efficiency between different methods, we compare the Bias and RMSE of the following

estimators: fixed effects quantile regression (FEQR) and penalized quantile regression (PQR)

as in Koenker [1] and Lamarche [2]; the grouped IVQR estimator (for short G. IV) of Chetver-

ikov et al. [16]; the proposed W-QR estimator and the proposed W-IVQR estimator. In the
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simulations, we report results considering {(N, T)} = {(50, 50), (50, 100), (100, 50), (100, 100)},

and τ 2 {0.25, 0.5, 0.75}. Tables 1–4 report the estimation results for the DGP A. Tables 5–8

report the estimation results for the DGP B. The minimum values are marked in bold in each

case in the table.

Table 1 provides the Bias and RMSE of the three estimators for γ1 and γ2 when εit�
iid Nð0; 1Þ

in the Case 1 of DGP A. It is clear that W-QR estimators are significantly better than the other

two estimators. The W-QR estimator shows obvious advantages in Bias. The W-QR estimators

is approximately unbiased, while the other two estimators are seriously biased. In terms of

RMSE, the RMSE of the W-QR estimator are consistently smaller than those of the other two

estimators in each quantile with the same sample size. It is noted that the RMSE of the FEQR

estimator are very large. The simulation results indicate that, for the coefficients of time-invari-

ant variables, the W-QR method can effectively increase precision of estimation.

Table 2 shows the Bias and RMSE of the three estimators for β1 and β2 when εit�
iid Nð0; 1Þ

in the Case 1 of DGP A. We can see that the FEQR and W-QR estimators are approximately

unbiased. The performance of W-QR estimator is slightly worse than that of FEQR in terms of

RMSE, but the RMSE of the W-QR estimator reducing with the increase of N and T. On the

other hand, because the Bias and RMSE of W-QR estimator for γ1 and γ2 are best, and the Bias

for β1 and β2 are approximately unbiased, the W-QR estimator has the best overall perfor-

mance. In addition, the FEQR estimator for γ1 and γ2 perform worst, and the PQR estimator

for β1 and β2 perform worst.

Table 1. Bias and RMSE of 3 estimators for γ1 and γ2 when εit �
iid Nð0; 1Þ in the DGP A.

(N, T) τ γ1 γ2

FEQR PQR W-QR FEQR PQR W-QR

Bias (50,50) 0.25 -0.682 -0.209 0.002 -1.000 -0.790 -0.004

0.5 -0.870 -0.187 0.000 -0.999 -0.807 -0.001

0.75 -3.680 -0.186 -0.005 -1.001 -0.810 0.007

(50,100) 0.25 0.261 -0.233 0.005 -1.001 -0.764 0.006

0.5 -1.011 -0.229 -0.007 -1.000 -0.783 0.008

0.75 -1.310 -0.191 0.009 -1.000 -0.801 0.002

(100,50) 0.25 -0.160 -0.223 0.005 -0.998 -0.775 -0.002

0.5 -0.505 -0.223 -0.006 -1.001 -0.780 0.000

0.75 -8.610 -0.240 0.002 -1.002 -0.762 0.004

(100,100) 0.25 -3.594 -0.250 -0.001 -0.999 -0.747 -0.001

0.5 -27.668 -0.234 0.002 -1.002 -0.768 -0.001

0.75 -1.293 -0.248 -0.001 -0.999 -0.761 -0.001

RMSE (50,50) 0.25 7.538 0.498 0.156 1.000 0.895 0.153

0.5 5.513 0.495 0.160 0.999 0.915 0.164

0.75 65.202 0.488 0.159 1.002 0.908 0.160

(50,100) 0.25 25.520 0.536 0.153 1.002 0.887 0.152

0.5 2.580 0.539 0.155 1.001 0.912 0.154

0.75 3.808 0.466 0.145 1.001 0.895 0.159

(100,50) 0.25 16.673 0.536 0.109 0.999 0.910 0.110

0.5 5.331 0.529 0.111 1.002 0.905 0.110

0.75 188.145 0.533 0.107 1.003 0.891 0.114

(100,100) 0.25 63.234 0.554 0.105 1.000 0.893 0.108

0.5 651.733 0.546 0.107 1.006 0.911 0.103

0.75 8.609 0.557 0.101 1.003 0.899 0.105

https://doi.org/10.1371/journal.pone.0289474.t001
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The Bias and RMSE of the three estimators when εit �
iid tð3Þ in the Case 2 of DGP A are

presented separately in Tables 3 and 4. Overall, they are similar to those when

εit �
iid Nð0; 1Þ. Considering γ1 and γ2, the Bias and RMSE of W-QR estimator are smaller

than those of the other two estimators in each quantile with the same sample size. The

W-QR estimator performs best. Considering β1 and β2, the W-QR estimators are approxi-

mately unbiased as N and T increase. Generally the W-QR estimator has the best overall

performance.

Besides, we also find that the Bias and RMSE of for W-QR estimator decrease as sample size

increases. The RMSE of the W-QR estimator for γ1 and γ2 decrease obviously with the increase

of N but not T, as γ1 and γ2 are the coefficients of time-invariant variables. Meanwhile, the Bias

and RMSE of the W-QR estimator for β1 and β2 decrease obviously as T increases but not as N
increases because of the incidental parameter problem.

Table 5 gives the Bias and RMSE of the four estimators for γ1 and γ2 when εit �
iid Nð0; 1Þ in

the Case 3 of DGP B. It can be seen that W-IVQR estimator and G. IV estimator among the

four estimators are significantly better than the other two estimators in terms of Bias and

RMSE. The Bias of the W-IVQR estimator and G. IV estimator are about in the three deci-

mal places, while the Bias of other two are in single digits and decimal places. In terms of

RMSE, the W-IVQR estimator and the G. IV estimator are also consistently smaller than the

other two estimators in each quantile with the same sample size. The results of the G. IV

estimator and the W-IVQR estimator are similar. The reason is that W-QR is the calculation

Table 2. Bias and RMSE of 3 estimators for β1 and β2 when εit �
iid Nð0; 1Þ in the DGP A.

(N, T) τ β1 β2

FEQR PQR W-QR FEQR PQR W-QR

Bias (50,50) 0.25 0.000 0.023 0.000 0.000 0.023 -0.001

0.5 -0.001 0.024 -0.001 -0.001 0.023 -0.003

0.75 0.001 0.025 0.001 -0.001 0.024 0.000

(50,100) 0.25 0.000 0.013 -0.001 0.000 0.013 0.000

0.5 0.001 0.013 0.001 0.000 0.013 0.000

0.75 0.000 0.013 0.000 0.001 0.013 0.000

(100,50) 0.25 0.000 0.025 -0.001 0.000 0.024 -0.001

0.5 0.000 0.024 -0.001 -0.001 0.023 -0.002

0.75 0.001 0.026 0.003 0.000 0.025 0.001

(100,100) 0.25 0.001 0.013 0.000 0.000 0.013 0.000

0.5 0.000 0.012 0.000 0.000 0.013 0.001

0.75 -0.001 0.012 0.000 0.000 0.013 0.001

RMSE (50,50) 0.25 0.019 0.031 0.034 0.020 0.031 0.035

0.5 0.020 0.032 0.039 0.019 0.030 0.037

0.75 0.019 0.032 0.039 0.019 0.031 0.038

(50,100) 0.25 0.013 0.019 0.025 0.014 0.019 0.026

0.5 0.014 0.019 0.023 0.014 0.019 0.023

0.75 0.014 0.019 0.028 0.013 0.019 0.025

(100,50) 0.25 0.013 0.029 0.026 0.014 0.028 0.026

0.5 0.014 0.028 0.025 0.014 0.028 0.025

0.75 0.013 0.030 0.028 0.014 0.029 0.028

(100,100) 0.25 0.010 0.017 0.018 0.010 0.016 0.018

0.5 0.010 0.016 0.017 0.010 0.017 0.017

0.75 0.010 0.016 0.018 0.010 0.016 0.018

https://doi.org/10.1371/journal.pone.0289474.t002
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result of the centralized 2SLS, and the G. IV estimator calculates the 2SLS. Compared with

the G. IV estimator, the Bias of the W-IVQR estimator is generally smaller than that of the

G. IV estimator, while the RMSE of W-IVQR estimator is slightly larger than that of the G.

IV estimator.

Table 6 gives the Bias and RMSE of the three estimation methods for β1 and β2 when

εit �
iid Nð0; 1Þ in the Case 3 of DGP B. Notice that the G. IV estimator only gives the estima-

tion of γ1 and γ2, and does not give the estimation of β1 and β2. The estimation results shown

in Table 6 are similar to those in Table 2. The W-IVQR and FEQR estimator are approxi-

mately unbiased. The performance of W-IVQR estimator is slightly worse than that of FEQR

in terms of RMSE, but the RMSE of the W-IVQR estimator reduces as sample size increases.

In general, the W-IVQR estimator has the best overall performance as the G. IV method can-

not estimate β1 and β2, and the Bias of the W-IVQR eatimator for β1 and β2 are approxi-

mately unbiased.

Tables 7 and 8 separately give the estimation results when εit�
iid tð3Þ in the Case 4 of DGP B,

which are similar to those of Tables 5 and 6. The W-IVQR estimator has the best overall per-

formance. Regarding γ1 and γ2, in terms of Bias, the FEQR estimator and the PQR estimator

perform poorly, and the W-IVQR and G. IV estimators are are approximately unbiased as N
and T increase. The RMSE of W-IVQR estimator and G. IV estimator are closer to each other,

which are much better than those of the FEQR estimator’s and the PQR estimator’s. Consider-

ing β1 and β2, the FEQR estimator and W-IVQR estimator are approximately unbiased. In

Table 3. Bias and RMSE of 3 estimators for γ1 and γ2 when εit �
iid tð3Þ in the DGP A.

(N, T) τ γ1 γ2

FEQR PQR W-QR FEQR PQR W-QR

Bias (50,50) 0.25 -0.973 -0.192 0.007 -1.001 -0.811 0.001

0.5 -1.037 -0.177 -0.001 -0.998 -0.822 -0.003

0.75 -1.053 -0.204 0.013 -1.000 -0.784 0.000

(50,100) 0.25 -0.900 -0.204 -0.009 -1.002 -0.800 0.002

0.5 -0.184 -0.220 -0.005 -0.998 -0.785 -0.010

0.75 -1.086 -0.195 0.000 -1.004 -0.808 0.007

(100,50) 0.25 -0.757 -0.240 0.003 -0.999 -0.763 0.002

0.5 -0.839 -0.226 0.005 -1.000 -0.776 0.003

0.75 -0.834 -0.248 -0.001 -0.999 -0.752 0.002

(100,100) 0.25 -0.929 -0.246 -0.001 -1.000 -0.761 -0.001

0.5 -0.639 -0.239 -0.001 -1.000 -0.752 0.000

0.75 -0.928 -0.243 0.002 -1.001 -0.758 -0.001

RMSE (50,50) 0.25 5.164 0.503 0.165 1.001 0.919 0.166

0.5 9.801 0.475 0.159 0.999 0.921 0.158

0.75 8.138 0.522 0.161 1.000 0.905 0.164

(50,100) 0.25 4.283 0.492 0.151 1.003 0.904 0.153

0.5 13.902 0.539 0.152 0.999 0.915 0.149

0.75 1.836 0.498 0.147 1.005 0.910 0.147

(100,50) 0.25 5.320 0.548 0.116 1.000 0.898 0.113

0.5 6.653 0.533 0.107 1.001 0.912 0.114

0.75 6.764 0.556 0.116 1.001 0.894 0.121

(100,100) 0.25 2.842 0.564 0.108 1.002 0.908 0.111

0.5 9.194 0.553 0.106 1.004 0.898 0.105

0.75 4.804 0.543 0.109 1.002 0.892 0.109

https://doi.org/10.1371/journal.pone.0289474.t003
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addition, it can be seen that the Bias and RMSE of the W-IVQR estimator decrease as T and N
increase. As both N and T become larger, the Bias and RMSE of the W-IVQR estimator

become significantly smaller.

Furthermore, comparing the results of W-QR estimator in Tables 1–4 and W-IVQR esti-

mator in Tables 5–8, it can be found that the estimation of β1 and β2 are not sensitive to

whether the time-invariant covariates are endogenous or not. In other words, estimation accu-

racy of exogenous time-varying variables is not sensitive to instrumental variables.

From the above analysis, we can find that the W-QR estimator has absolute advantages over

the FEQR and PQR estimators in estimating the coefficients of exogenous time-invariant

covariates, and the W-IVQR and G. IV estimators perform much better than the other two

estimators in estimating the coefficients of endogenous time-invariant covariates. What’s

more, it is noted that the RMSE of G. IV’s estimator is less than W-IVQR in most cases. Mean-

while, the FEQR and the weighted estimators for the coefficients of time-varying covariates are

asymptotically unbiased, and the RMSE of the FEQR estimator is uniformly smaller than the

proposed estimators. A nature idea arises that for model (1), we can use the FEQR method to

estimate β, G. IV method to estimate γ, so it seems that we can get a more robust estimator.

However, the disadvantage of FEQR estimator is that it is time-consuming to solve a large opti-

mization problem, and the asymptotic properties of G. IV estimator need to be modified. In

sum, the W-QR and W-IVQR method can better estimate the static panel data model with

time-invariant regressors.

Table 4. Bias and RMSE of 3 estimators for β1 and β2 when εit �
iid tð3Þ in the DGP A.

(N, T) τ β1 β2

FEQR PQR W-QR FEQR PQR W-QR

Bias (50,50) 0.25 0.000 0.023 -0.002 0.001 0.025 0.004

0.5 0.003 0.025 0.003 -0.001 0.022 0.002

0.75 -0.003 0.021 -0.002 0.001 0.025 0.004

(50,100) 0.25 0.002 0.014 0.001 0.000 0.012 0.001

0.5 0.000 0.012 0.000 0.000 0.012 0.000

0.75 0.000 0.012 0.000 -0.001 0.012 -0.001

(100,50) 0.25 0.001 0.026 0.000 -0.001 0.024 -0.002

0.5 0.001 0.025 0.002 0.000 0.023 0.001

0.75 0.001 0.026 0.000 0.000 0.024 0.001

(100,100) 0.25 0.000 0.013 -0.001 0.000 0.013 0.000

0.5 0.001 0.014 0.001 0.000 0.012 0.000

0.75 0.000 0.013 0.002 0.000 0.012 0.001

RMSE (50,50) 0.25 0.034 0.041 0.044 0.034 0.042 0.045

0.5 0.032 0.040 0.039 0.033 0.040 0.038

0.75 0.030 0.037 0.044 0.034 0.041 0.046

(50,100) 0.25 0.022 0.026 0.030 0.024 0.027 0.032

0.5 0.023 0.026 0.024 0.024 0.026 0.025

0.75 0.025 0.028 0.031 0.025 0.027 0.032

(100,50) 0.25 0.024 0.035 0.035 0.023 0.033 0.035

0.5 0.024 0.035 0.027 0.023 0.033 0.027

0.75 0.024 0.035 0.034 0.025 0.035 0.033

(100,100) 0.25 0.017 0.021 0.023 0.018 0.022 0.024

0.5 0.017 0.021 0.018 0.016 0.020 0.018

0.75 0.016 0.021 0.023 0.017 0.021 0.022

https://doi.org/10.1371/journal.pone.0289474.t004
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Application

Model construction

The gravity model has been the cornerstone of empirical trade analysis since its inception. It is

used to estimate the marginal effects of various trade determinants and to test hypothesized

relationships. Traditional estimation methods derive marginal effects of covariates at the

mean; alternatively, only estimate the mean effects of explanatory variables on trade flows.

This study applies the new quantile approach with an application to analyze the effects of the

influence factors of China’s exports using the trade gravity model. Pöyhönen [22] and Tibergen

[23] first used the idea of the law of universal gravitation to explain the international trade

flow, which received good empirical support in the study of practical problems, and then a

large number of international trade-related studies began to use the trade gravity model, see

e.g., Eaton and Kortum [24], Freeman and Lewis [25], Greaney and Kiyota [26]. The basic

form of the trade gravity model can be expressed as

Yij ¼ K
XiXj

D2
ij

;

where Yij is the total value of trade between country i and country j, Xi and Xj are the GDP of

two countries respectively, Dij represents the geographical distance between two countries,

and K is a constant coefficient. It can be observed that the value of trade between the two

Table 5. Bias and RMSE of 4 estimators for γ1 and γ2 when εit �
iid Nð0; 1Þ in the DGP B.

(N, T) τ γ1 γ2

FEQR PQR G. IV W-IVQR FEQR PQR G. IV W-IVQR

Bias (50,50) 0.25 -1.402 -0.221 0.001 0.000 -1.000 -0.781 0.002 0.006

0.5 -0.410 -0.202 -0.005 -0.004 -0.999 -0.805 0.003 0.003

0.75 -0.361 -0.206 0.003 0.006 -1.000 -0.793 -0.001 -0.003

(50,100) 0.25 -1.669 -0.223 0.002 -0.003 -1.001 -0.761 0.005 0.005

0.5 -1.033 -0.220 0.001 -0.001 -0.999 -0.779 0.004 0.004

0.75 -1.341 -0.193 -0.009 -0.005 -1.001 -0.800 0.004 0.001

(100,50) 0.25 -0.964 -0.221 0.004 0.007 -1.000 -0.775 0.000 0.001

0.5 -1.121 -0.261 0.001 0.003 -1.005 -0.746 0.002 0.002

0.75 -1.244 -0.261 -0.006 -0.005 -0.998 -0.741 -0.001 -0.001

(100,100) 0.25 -1.371 -0.205 -0.005 -0.003 -0.999 -0.790 -0.005 -0.002

0.5 -1.585 -0.244 0.009 0.003 -1.000 -0.753 0.002 0.002

0.75 -1.218 -0.204 -0.008 -0.004 -1.000 -0.797 -0.003 -0.003

RMSE (50,50) 0.25 16.969 0.519 0.200 0.230 1.000 0.902 0.203 0.203

0.5 15.556 0.500 0.196 0.228 1.001 0.915 0.201 0.204

0.75 41.039 0.514 0.202 0.231 1.001 0.904 0.190 0.190

(50,100) 0.25 15.890 0.534 0.207 0.232 1.002 0.894 0.190 0.190

0.5 2.714 0.519 0.182 0.214 1.002 0.908 0.184 0.183

0.75 7.619 0.507 0.192 0.219 1.002 0.906 0.183 0.186

(100,50) 0.25 9.370 0.550 0.132 0.154 1.001 0.919 0.132 0.132

0.5 3.421 0.571 0.131 0.153 1.007 0.899 0.132 0.132

0.75 9.869 0.588 0.134 0.156 0.998 0.902 0.143 0.143

(100,100) 0.25 8.636 0.490 0.128 0.157 1.001 0.903 0.127 0.128

0.5 9.598 0.557 0.130 0.152 1.004 0.902 0.136 0.136

0.75 3.217 0.490 0.128 0.146 1.003 0.906 0.136 0.138

https://doi.org/10.1371/journal.pone.0289474.t005
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countries are positively correlated with the gross national product of each country and nega-

tively correlated with the geographical distance between the two countries. Meanwhile, the

general trade gravity model can be written in the following form:

Yij ¼ K
Xa

i X
b
j

Dy
ij

; ð13Þ

where α, β and γ represent the elasticity coefficients of the gross national product Xi, Xj and

the geographical distance Dij respectively. In fact, the coefficients α, β and θ capture the extent

to which GDP and geographical distance affect the total trade between the two countries. Take

logarithms of formula (13), we obtain

ln Yij ¼ ln K þ a ln Xi þ b lnXj þ g lnDij þ εij: ð14Þ

In order to analyze China’s international trade exports as comprehensively as possible and to

capture the dynamic heterogeneity of various influencing factors at different levels of trade vol-

ume, in this section we construct the above trade gravity model (14) using cross-country panel

data of 98 countries or regions with which China has trade transactions for 29 years from

1990–2018, Export data dataset S1 Dataset. F test and Hausman test are carried out to deter-

mine the type of panel model for (14). As shown in Table 9, the p-value of F test is 0.000,

which rejects the null hypothesis, that is, the fixed effect model is better than the mixed effect

Table 6. Bias and RMSE of 3 estimators for β1 and β2 when εit �
iid Nð0; 1Þ in the DGP B.

(N, T) τ β1 β2

FEQR PQR W-IVQR FEQR PQR W-IVQR

Bias (50,50) 0.25 0.000 0.024 -0.002 -0.001 0.024 -0.002

0.5 0.000 0.023 -0.001 -0.001 0.023 -0.003

0.75 -0.002 0.022 0.000 -0.001 0.023 -0.001

(50,100) 0.25 -0.001 0.012 -0.002 -0.001 0.012 -0.001

0.5 0.000 0.013 0.000 0.000 0.012 0.000

0.75 -0.001 0.011 0.000 0.001 0.013 0.002

(100,50) 0.25 0.001 0.025 0.000 0.000 0.024 -0.001

0.5 0.000 0.025 0.000 0.000 0.025 0.001

0.75 0.000 0.024 0.002 -0.001 0.023 -0.001

(100,100) 0.25 0.000 0.012 0.000 0.000 0.013 0.000

0.5 0.000 0.013 0.000 0.000 0.013 0.000

0.75 0.000 0.013 0.000 0.000 0.013 0.000

RMSE (50,50) 0.25 0.020 0.032 0.038 0.018 0.032 0.036

0.5 0.019 0.031 0.033 0.019 0.031 0.034

0.75 0.020 0.030 0.037 0.019 0.032 0.037

(50,100) 0.25 0.013 0.019 0.026 0.013 0.018 0.026

0.5 0.013 0.018 0.022 0.013 0.019 0.023

0.75 0.014 0.019 0.025 0.013 0.019 0.025

(100,50) 0.25 0.014 0.029 0.029 0.014 0.028 0.028

0.5 0.014 0.029 0.026 0.013 0.029 0.025

0.75 0.015 0.028 0.029 0.013 0.028 0.027

(100,100) 0.25 0.010 0.016 0.019 0.010 0.016 0.019

0.5 0.010 0.016 0.017 0.010 0.016 0.017

0.75 0.010 0.017 0.019 0.009 0.016 0.019

https://doi.org/10.1371/journal.pone.0289474.t006
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model. Hausman test is used to determine whether to build the fixed effect model or the ran-

dom effect model. The p-value of the Hausman test from Table 10 is less than 0.05, which

means that a fixed effect model should be built.

Thus, (14) can be written as

ln Exportit ¼ C þ b1ln gdpit þ b2ln Chngdpt þ g lnDi þ ai þ εit; ð15Þ

where ln Exportit is the logarithm of China’s total trade exports to country i in year t, ln gdpit
and ln Chngdpt denote respectively the logarithm of GDP of the ith country and China in year

t, ln Di indicates the logarithm of the distance between the Chinese capital and the capital of

country i, αi is unobserved individual fixed effect.

Data sources

Data on trade exports and GDP are obtained from the International Monetary Fund (IMF)

and World Bank Indicators (WDI), and the distances between capitals are obtained from the

Centre détudes prospectives et d’informations internationals (CEPII) database. Besides, data

used in the improved model contains the information about APEC and DC is from Baidu

encyclopedia, area data comes from the Ministry of Foreign Affairs of the People’s Republic of

China.

Table 7. Bias and RMSE of 4 estimators for γ1 and γ2 when εit �
iid tð3Þ in the DGP B.

(N, T) τ γ1 γ2

FEQR PQR G. IV W-IVQR FEQR PQR G. IV W-IVQR

Bias (50,50) 0.25 -1.999 -0.228 -0.007 -0.009 -1.000 -0.778 -0.004 -0.004

0.5 -0.212 -0.227 0.003 0.009 -1.001 -0.784 0.005 0.005

0.75 -1.136 -0.225 -0.001 0.001 -1.002 -0.771 -0.004 -0.004

(50,100) 0.25 -0.891 -0.220 0.003 -0.001 -0.999 -0.787 -0.003 -0.002

0.5 -1.596 -0.175 -0.008 -0.007 -0.996 -0.809 0.007 0.007

0.75 -1.513 -0.179 -0.005 0.001 -1.000 -0.814 0.003 0.002

(100,50) 0.25 -0.186 -0.244 -0.009 -0.006 -1.001 -0.754 0.001 0.002

0.5 -1.100 -0.214 -0.004 -0.004 -1.000 -0.780 -0.006 -0.006

0.75 -0.512 -0.246 -0.002 -0.006 -1.001 -0.767 -0.004 -0.004

(100,100) 0.25 -0.492 -0.195 0.000 -0.001 -1.000 -0.806 -0.002 -0.002

0.5 2.895 -0.193 -0.001 0.001 -0.996 -0.810 -0.002 -0.002

0.75 0.126 -0.205 -0.002 0.002 -1.001 -0.795 -0.004 -0.003

RMSE (50,50) 0.25 16.016 0.533 0.204 0.235 1.000 0.899 0.205 0.205

0.5 21.622 0.512 0.192 0.217 1.001 0.909 0.201 0.202

0.75 4.836 0.534 0.203 0.231 1.003 0.904 0.219 0.220

(50,100) 0.25 3.330 0.521 0.206 0.231 1.003 0.898 0.188 0.190

0.5 14.828 0.461 0.186 0.217 0.998 0.907 0.190 0.192

0.75 9.347 0.484 0.202 0.233 1.000 0.917 0.187 0.190

(100,50) 0.25 17.432 0.535 0.136 0.160 1.001 0.887 0.139 0.139

0.5 2.566 0.509 0.138 0.165 1.002 0.903 0.137 0.138

0.75 14.013 0.542 0.142 0.169 1.003 0.899 0.146 0.146

(100,100) 0.25 11.642 0.472 0.133 0.152 1.003 0.905 0.129 0.128

0.5 71.825 0.506 0.127 0.153 0.997 0.926 0.133 0.133

0.75 25.651 0.505 0.133 0.155 1.003 0.910 0.143 0.144

https://doi.org/10.1371/journal.pone.0289474.t007
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Model estimation

The FEF method in [13] and the W-QR method are used here to solve (15) as the ln Di here is

time-invariant variable. We calculate the standard error of the W-QR estimators based on

block bootstrap. The estimation results are presented in Table 11 and Fig 1. As seen in

Table 11, the bb1 and bb2 are positive and bg are negative at the given quartiles, which are consis-

tent with the estimation results of FEF. The results of W-QR method report more abundant

estimation results which can capture fully the influences of covariates on the response, com-

pared with the FEF method.

Table 8. Bias and RMSE of 3 estimators for β1 and β2 when εit �
iid tð3Þ in the DGP B.

(N, T) τ β1 β2

FEQR PQR W-IVQR FEQR PQR W-IVQR

Bias (50,50) 0.25 -0.003 0.021 -0.004 -0.001 0.022 -0.002

0.5 0.001 0.024 0.001 0.003 0.026 0.001

0.75 0.001 0.025 -0.003 0.002 0.026 0.002

(50,100) 0.25 0.000 0.012 0.000 0.000 0.012 -0.001

0.5 0.000 0.013 -0.001 -0.002 0.011 -0.003

0.75 0.000 0.013 0.000 0.000 0.013 0.001

(100,50) 0.25 -0.002 0.023 -0.001 0.000 0.024 -0.002

0.5 0.002 0.026 0.000 0.001 0.025 0.000

0.75 -0.001 0.023 -0.002 0.001 0.025 0.000

(100,100) 0.25 -0.001 0.012 -0.001 0.001 0.014 0.001

0.5 0.000 0.012 -0.001 0.000 0.013 0.000

0.75 0.001 0.014 0.000 -0.001 0.012 0.001

RMSE (50,50) 0.25 0.033 0.038 0.045 0.032 0.039 0.048

0.5 0.032 0.040 0.038 0.034 0.042 0.038

0.75 0.034 0.041 0.047 0.033 0.041 0.046

(50,100) 0.25 0.025 0.028 0.030 0.024 0.027 0.033

0.5 0.022 0.026 0.026 0.024 0.026 0.026

0.75 0.023 0.027 0.033 0.024 0.027 0.032

(100,50) 0.25 0.025 0.034 0.034 0.025 0.035 0.034

0.5 0.023 0.034 0.026 0.023 0.034 0.027

0.75 0.024 0.033 0.034 0.024 0.034 0.034

(100,100) 0.25 0.017 0.020 0.022 0.016 0.021 0.023

0.5 0.016 0.020 0.019 0.017 0.021 0.020

0.75 0.016 0.021 0.023 0.017 0.021 0.025

https://doi.org/10.1371/journal.pone.0289474.t008

Table 9. F test.

F statistic p-value

59.841 <2.2e-16

https://doi.org/10.1371/journal.pone.0289474.t009

Table 10. Hausman test.

Chisq statistic p-value

12.726 0.001724

https://doi.org/10.1371/journal.pone.0289474.t010
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Moreover, from Fig 1, the bb1 and bb2 are positive at all quartiles, indicating that the GDP of

other countries and China’s GDP play a role in boosting China’s total exports. The larger the

GDP the greater the producer demand, and therefore will have a boosting effect on China’s

export trade. bg are negative at all quartiles, indicating that the distance factor acts as a

Table 11. The estimation results of W-QR estimator and FEF estimaor.

W-QR FEF

0.1 0.25 0.5 0.75 0.9

β1 0.561 0.871 0.688 0.454 0.601 0.883

(0.854) (0.792) (0.766) (0.662) (1.050) (0.067)

β2 0.982 0.645 0.728 0.866 0.672 0.854

(0.816) (0.743) (0.7284) (0.600) (0.938) (0.037)

γ -13.963 -11.660 -10.865 -6.453 -5.613 -0.852

(6.796) (5.038) (3.947) (4.186) (5.205) (0.255)

The value in bracket is standard error.

https://doi.org/10.1371/journal.pone.0289474.t011
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Fig 1. The W-QR estimators at different quantile.
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disincentive to China’s export trade, i.e., the trade risks and costs associated with the increased

geographical distance between the two sides of the trade, which inhibits China’s export trade.

Improved model with more time-invariant regressors and estimation

Control variables are introduced to optimize the model (15),

ln Exportit ¼ C þ b1ln gdpit þ b2ln Chngdpt þ g1lnDi þ g2APECi þ g3DCi þ g4lnAreai þ ai þ εit; ð16Þ

where APEC denotes whether the country/area is an APEC member, DC denotes whether the

country/area is a developed country, and Area denotes the area of the country/area. The three

newly added control variables are all time-invariant covariates. The F test and Hausman test

results of (16) show that it should build the fixed effect panel model. The estimation results are

plotted in Fig 2 using the W-QR estimation method proposed in this paper.

From Fig 2, we can see that the coefficient estimates of the distance variable are negative in

the low and middle quartiles and become positive in the high quartiles. The trend of the coeffi-

cient estimates of the distance variable is similar to that in Fig 1, which indicates that the inhibi-

tory effect of geographical distance is weakening for countries/regions with larger export trade.
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Fig 2. The W-QR estimators for time-invariant covariates at the different quantile in model (16).
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The estimated value of the coefficient of belonging to the APEC organization is positive at all

quartiles, that is to say, belonging to the APEC organization has a boosting effect on interna-

tional trade, indicating that the more developed the economy, the stronger the domestic con-

sumption demand. The coefficient estimates of belonging to developed countries change from

positive to negative as the quantile increases. The coefficient estimates of the area variable are

negative at all quartiles, indicating that area has a depressing effect on China’s export trade, pos-

sibly because the larger a country is, the more abundant its production of materials and energy.

Conclusion

In order to solve biased parameter estimation for time-invariant variables, this paper proposes

two new panel quantile estimation methods, W-QR estimation method and W-IVQR estima-

tion. The W-QR estimation method is applicable when the time-invariant variables are inde-

pendent of fixed effects. W-IVQR estimation method is applicable to the case where the time-

invariant variables are endogenous. The two new proposed methods combine the advantages

of MD-QR estimation method and instrumental variable method, which can not only obtain

effective estimation of time-varying covariate coefficients, but also be computationally conve-

nient and simple to implement. In the first step, regress dependent variables on time-varying

variables with an intercept using the conventional quantile regression to obtain the slope and

intercept estimators for each individual. In the second step, use different weighted definitions

to the obtained slope and intercept estimators to get the estimator of β and γ respectively. In

the large sample property, the consistency of W-QR estimator and W-IVQR estimator under

the sequential and simultaneous limits, and the asymptotic distribution of the two estimators

under the simultaneous limit are studied. Monte Carlo simulation shows that W-QR estimator

and W-IVQR estimator perform well in estimating coefficient of time-invariant variables. The

W-QR and W-IVQR estimators for β and γ are asymptotically unbiased. At last, we illustrate

the proposed W-QR estimation with an application to analyze the effects of the influence fac-

tors of China’s exports using the trade gravity model. We find that for countries/regions with

large export trade volume, the inhibition of geographical distance is weakening, because the

coefficient estimates of the distance variable are negative at the low and middle quartiles and

become positive at the high quartiles.

Appendix: Proofs

For convenience, we collect important definitions below. Let

~z i ¼ zi � z; ~r i ¼ ri � r; ~Z iðtÞ ¼ ZiðtÞ � ZðtÞ;
~baiðtÞ ¼ baiðtÞ � baðtÞ;

aðtÞ ¼
XN

i¼1

aiðtÞ;QraðtÞ ¼ N � 1
XN

i¼1

ðri � rÞðaiðtÞ � aðtÞÞ
0
;

~γðtÞ ¼ ðQzr;NQ
� 1

rr;NQ
0

zr;NÞ
� 1
ðQzr;NQ

� 1

rr;NQraðtÞ;NÞ:

A.1. Consistency of bγW� QRðtÞ and bβW� QRðtÞ under sequential asymptotics

Lemma 1: As N!1,

Qzz;N ¼
1

N

XN

i¼1

~z i~z
0

i!
p

Qzz: ð17Þ
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Proof: We observe that 1

N

PN

i¼1

E½~zi~z0i� ! Qzz by Assumption 6(iii). Therefore, it is suffices to

prove that

1

N

XN

i¼1

ð~zi~z
0

i � E½~zi~z
0

i�Þ!
p

0: ð18Þ

In turn, (18) follows from Assumption 6(ii) and 6(iii) and Chebyshev’s inequality. Hence, (18)

follows. This completes the proof of the lemma.

Similarly, the matrix Qzr,N and Qrr,N are defined by

Qzr;N ¼
1

N

XN

i¼1

~z i~r
0

i; ð19Þ

Qrr;N ¼
1

N

XN

i¼1

~ri~r
0

i; ð20Þ

have finite probability limits as N!1 given by Qzr and Qrr, that is Qzr;N!
p Qzr, Qrr;N!

p Qrr

where Qzr and Qrr appear in Assumption 6’.

Lemma 2: As N!1,

1

N

XN

i¼1

Zi tð ÞZi tð Þ~zi~z
0

i!
p
JðtÞ:

Proof: Since

1

N

XN

i¼1

E½ZiðtÞZiðtÞ~z i~z
0

i� ! JðtÞ

by Assumption 7(ii), it suffices to prove that

1

N

XN

i¼1

Zi tð ÞZi tð Þ~zi;k~z
0

i;l � E½ZiðtÞZiðtÞ~zi;k~z
0

i;l�
� �

!
p

0 ð21Þ

for k, l = 1, � � �, p and given τ 2 U.

As E½ðZiðtÞZiðtÞ~zi;k~z 0i;lÞ
2
� is not necessarily finite, let δ = cM/4. Then by Hölder’s inequality,

E
h
jZiðtÞZiðtÞ~zi;k~zi;lj

1þd
i

�
�
E
h
jZiðtÞj

4þ4d
i
� E
h
j~zi;k~zi;lj

2þ2d
i�1=2

:

In turn,

E
�

sup
t2U
jZiðtÞj

4þ4d

�

� CM;

E
h
j~zi;k~zi;lj

2þ2d
i
� E

h
k~zik

4þ4d
i
� CM;
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by Assumption 7(i) and 2(iv). Hence,

E
h
jZiðtÞZiðtÞ~zi;k~zi;lj

1þd
i
� CM;

and so denoting Zi ¼ ZiðtÞZiðtÞ~zi;k~zi;l � E½jZiðtÞZiðtÞ~zi;k~zi;lj�, we obtain

E
h
jZij

1þd
i
� C: ð22Þ

With this notation, (21) is equivalent to N � 1
PN

i¼1

Zi!
p

0.

Like Theorem 2.1.7 of Tao [27], for G> 0 to be chosen later, denote Zi,�G = Zi � 1{|Zi|� G}

and Zi,>G = Zi � 1{|Zi|> G}. Then by Fubini’s theorem and Markov’s inequality,

jE½Zi;>G�j � E½jZi;>Gj�

¼

Z 1

0

PðjZij � 1fjZij > Gg > sÞds

¼

Z G

0

PðjZij > GÞdsþ
Z 1

G
PðjZij > sÞds

¼

Z G

0

PðjZ1þd

i j > G1þdÞdsþ
Z 1

G
PðjZ1þd

i j > s1þdÞds

� G �
E
h
jZij

1þd
i

G1þd
þ

Z 1

G

E
h
jZij

1þd
i

t1þd
ds

¼
E
h
jZij

1þd
i

Gd
þ
E
h
jZij

1þd
i

dGd
� CG� d

where in the last inequality we used (22). Hence, by Markov’s inequality, for ε> 0,

P

�
�
�
�
�

1

N

XN

i¼1

Zi;>G

�
�
�
�
�
> ε

 !

�
1

εN

XN

i¼1

E jZi;>Gj
� �

�
C

εGd
;

and since |E[Zi,�G]| = |E[Zi,>G]|� CG−δ,

P

�
�
�
�
�

1

N

XN

i¼1

Zi;�G

�
�
�
�
�
> εþ CG� d

 !

� P

�
�
�
�
�

1

N

XN

i¼1

Zi;�G � E Zi;�G

� �� �
�
�
�
�
�
> ε

 !

�
1

ε2N2

XN

i¼1

E½Z2

i;�G�

�
G2

ε2N2
:

Thus, setting G = N1/3, we obtain N � 1
PN

i¼1

Zi!
p

0, which is is equivalent to (21).
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Proof of Theorem 1.1. We first prove the consistency of bγW� QRðtÞ.

bγW� QRðtÞ � γðtÞ ¼ Qzz;N

XN

i¼1

~ziðbaiðtÞ � ba ðtÞ � ~z0iγðtÞÞ=N

¼ Qzz;N

XN

i¼1

~zi
�
baiðtÞ � z0iγðtÞ � ðbaðtÞ � z0γðtÞÞ

�
=N

¼ Qzz;N

XN

i¼1

~zi
�
baiðtÞ � aiðtÞ þ ZiðtÞ � ðbaðtÞ � aðtÞ þ ZðtÞÞ

�
=N

¼ Qzz;N

XN

i¼1

~ziðbaiðtÞ � aiðtÞÞ=N � Qzz;N

XN

i¼1

~ziðbaðtÞ � aðtÞÞ=N þQzz;N

XN

i¼1

~z iZiðtÞ=N

� Qzz;N

XN

i¼1

~z iZðtÞ=N

¼ Qzz;N

XN

i¼1

~ziðbaiðtÞ � aiðtÞÞ=N þQzz;N

XN

i¼1

~ziZiðtÞ=N:

The last equation holds because
PN

i¼1

~zi ¼ 0. Then, we show the first term is op(1). By the consis-

tency of quantile regression estimators, ðbaiðtÞ � aiðtÞÞ ¼ opð1Þ as T!1. And k~zik � CM by

Assumption 6(ii), for fixed N as T!1, we have,

Qzz;N

XN

i¼1

~riðbaiðtÞ � aiðtÞÞ=N ¼ Qzz;N

XN

i¼1

opð1Þ=N:

Let N!1, we have Qzz;N!
p Qzz by Lemma 1. Thus, Qzz;N

PN

i¼1

~riðbaiðtÞ � aiðtÞÞ=N ¼ opð1Þ.

Next, we show Qzz;N

PN

i¼1

~z iZiðtÞ=N ¼ opð1Þ. Use Assumptions 7(ii), by Lindeberg’s Central

Limit Theorem and Cram�er-Wold device, we have

1
ffiffiffiffi
N
p

XN

i¼1

~z iZiðtÞ!
d Nð0; JðtÞÞ:

Let N!1, Qzz;N!
p Qzz, and

Qzz;N

XN

i¼1

~ziZiðtÞ=N ¼ OpðN
� 1=2Þ ¼ opð1Þ:

Thus, as (T, N)seq!1, we obtain

ðbγW� QRðtÞ � γðtÞÞ ¼ opð1Þ:

It follows that bγW� QRðtÞ!
p γðtÞ as (T, N)seq!1.

On the one hand, for fixed N, by Assumption 5, we have bVi!
p Vi. On the other hand, by the

consistency of quantile regression estimators, we obtain
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bβiðtÞ!
p βðtÞ as T!1. As (T, N)seq!1,

bβW� QRðtÞ ¼ ð
XN

i¼1

bV � 1

i Þ
� 1
XN

i¼1

bV � 1

i
bβ iðtÞ!

p
ð
XN

i¼1

V� 1

i Þ
� 1
XN

i¼1

V� 1

i βðtÞ ¼ βðtÞ:

This completes the proof.

Remark Strictly speaking, Assumption 5 is not really necessary; bVi can converge to any-

thing because the rightmost equality would hold as long as bβ iðtÞ is consistent as T!1.

A.2. Consistency of bγW� QRðtÞ and bβW� QRðtÞ under joint asymptotics

Lemma 3 Under Assumptions 1–4 and Assumption 5’, we have

max
1�i�N
k
b~β i �

~βik ¼ Op

ffiffiffiffiffiffiffi
log N
T

q� �
.

Proof Lemma 3 implies the Lemma 5 of Galvao and Wang [4]. We verify the conditions.

Conditions A1-A5 of [4] are implied by Assumptions 1–4; Condition A6’ of [4] is implied by

Assumption 5’. Therefore, the Lemma follows.

Proof of Theorem 1.2. By the proof of Theorem 1.1, we have

bγW� QRðtÞ � γðtÞ ¼ Qzz;N

XN

i¼1

~z iðbaiðtÞ � aiðtÞÞ=N þQzz;N

XN

i¼1

~z iZiðtÞ=N:

By Assumption 6(ii), ~z i is bounded by CM. With using the Lemma 3, which implies that

max
1�i�N
kba i � aik ¼ Op

ffiffiffiffiffiffiffi
log N
T

q� �
, we have

~ziðbaiðtÞ � aiðtÞÞ

� k~zikmax
1�i�N
kbaiðtÞ � aiðtÞk

¼ Opð

ffiffiffiffiffiffiffiffiffiffiffi
logN
T

r

Þ:

Because Qzz;N!
p Qzz,

Qzz;N

XN

i¼1

~ziðbaiðtÞ � aiðtÞÞ=N

¼ Opð

ffiffiffiffiffiffiffiffiffiffiffi
logN
T

r

Þ

¼ opð1Þ:

The last equation holds by the assumption of the relative rate of N and T in the theorem.

Therefore, Qzz;N

PN

i¼1

~ziðbaiðtÞ � aiðtÞÞ=N ¼ opð1Þ.

Besides, as N!1, Qzz;N!
p Qzz, and

Qzz;N

XN

i¼1

~ziZiðtÞ=N ¼ OpðN
� 1=2Þ ¼ opð1Þ:

Therefore, we obtain

bγW� QRðtÞ � γðtÞ ¼ opð1Þ:
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Moreover, by Lemma 3, we have

bβW� QRðtÞ � βðtÞ ¼ ð
XN

i¼1

bV � 1

i Þ
� 1
XN

i¼1

bV � 1

i ð
bβ iðtÞ � βðtÞÞ

¼ ð
XN

i¼1

bV � 1

i Þ
� 1
XN

i¼1

bV � 1

i Opð

ffiffiffiffiffiffiffiffiffiffiffi
logN
T

r

Þ

¼ Opð

ffiffiffiffiffiffiffiffiffiffiffi
logN
T

r

Þ

¼ opð1Þ:

The last equation holds by the assumption of the relative rate of N and T in the theorem. This

completes the proof.

A.3. Asymptotic normality of bγW� QRðtÞ and bβW� QRðtÞ under joint asymptotics

Proof of Theorem 2. We only proof the asymptotic normality of bγW� QRðtÞ, the asymptotic

normality of bβW� QRðtÞ has be proved in Theorem 3.2 of [4]. By above, we have

ffiffiffiffi
N
p
ðbγW� QRðtÞ � γðtÞÞ ¼ Qzz;N

XN

i¼1

~ziðbaiðtÞ � aiðtÞÞ=
ffiffiffiffi
N
p
þQzz;N

XN

i¼1

~ziZiðtÞ=
ffiffiffiffi
N
p

:

First, we show Qzz;N

PN

i¼1

~ziðbaiðtÞ � aiðtÞÞ=
ffiffiffiffi
N
p
¼ opð1Þ. Because Qzz;N!

p Qzz and ~zi is

bounded by CM, by Lemma 3,

Qzz;N

XN

i¼1

~ziðbaiðtÞ � aiðtÞÞ=
ffiffiffiffi
N
p

¼ Opð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N logN

T

r

Þ

¼ opð1Þ:

The last equation holds by the assumption of the relative rate of N and T in the theorem.

Next, use Assumption 7(ii), by Lindeberg’s Central Limit Theorem and Cramér-Wold

device, we have

1
ffiffiffiffi
N
p

XN

i¼1

~z iZiðtÞ!
d Nð0; JðtÞÞ:

Besides, Qzz;N!
p Qzz as N!1. Thus, by Slutsky’s theorem, we obtain

ffiffiffiffi
N
p
ðbγð�Þ � γð�ÞÞ!d Nð0;OðtÞÞ; ð23Þ

where OðtÞ ¼ QzzJðtÞQ
0

zz, Qzz is defined in Assumption 6(iii) and J(τ) is defined in Assump-

tion 7(ii).

Considering the asymptotic normality of bβW� QRðtÞ, one can be refer to Theorem 3.2 of Gal-

vao and Wang [4]. We verify the conditions. Conditions A1-A5 of [4] are implied by Assump-

tions 1–4; Condition A6’ of [4] is implied by Assumption 5’. Therefore, the Theorem 2 follows.

A.4. Consistency of bγW� IVQRðtÞ and bβW� IVQRðtÞ under sequential asymptotics

Proof of Theorem 3.1. The proof consists of two parts. First, we show that

bγW� IVQRðtÞ � ~γðtÞ ¼ opð1Þ. Second, we show that ~γðtÞ � γðtÞ ¼ opð1Þ.
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Step 1:

bγW� IVQRðtÞ � ~γðtÞ

¼ ðQzr;NQ
� 1

rr;NQ
0

zr;NÞ
� 1

Qzr;NQ
� 1

rr;N

XN

i¼1

~r 0iðba iðtÞ � ba ðtÞ � aiðtÞ þ aðtÞÞ=N

¼ ðQzr;NQ
� 1

rr;NQ
0

zr;NÞ
� 1

Qzr;NQ
� 1

rr;N

XN

i¼1

~r0iðba iðtÞ � aiðtÞÞ=N:

The last equation holds because
PN

i¼1

~r i ¼ 0. By the consistency of quantile regression estimators,

ðbaiðtÞ � aiðtÞÞ ¼ opð1Þ as T!1 and k~r ik � CM, for fixed N as T!1 we have

~r iðbaiðtÞ � aiðtÞÞ ¼ opð1Þ.
We note that by Lemma 1 as N!1,

bS ¼
�
Qzr;NQ

� 1

rr;NQ
0

xw;N

�� 1

Qzr;NQ
� 1

rr;N!
p
ðQzrQ

� 1

rr
Q
0

zr
Þ
� 1

QzrQ
� 1

rr
¼ S: ð24Þ

Thus,

bS
XN

i¼1

~r iðbaiðtÞ � aiðtÞÞ=N ¼ opð1Þ:

Step 2:

ð~γðtÞ � γðtÞÞ ¼ bS
XN

i¼1

~r iðaiðtÞ � aðtÞ � ~z 0iγðtÞ=NÞ

¼ bS
XN

i¼1

~r iðaiðtÞ � z0iγðtÞ � ðaðtÞ � z 0γðtÞÞ=NÞ

¼ bS
XN

i¼1

~r iðaiðtÞ � aiðtÞ þ ZiðtÞ � ðaðtÞ � aðtÞ þ ZðtÞÞ=NÞ

¼ bS
XN

i¼1

~r iZiðtÞ=N � bS
XN

i¼1

~riZðtÞ=N

¼ bS
XN

i¼1

~r iZiðtÞ=N:

The last equation holds because
PN

i¼1

~r i ¼ 0. Use Assumption 6’(ii), by Lindeberg’s Central Limit

Theorem and Cram�er-Wold device, we have

1
ffiffiffiffi
N
p

XN

i¼1

~r iZiðtÞ!
d Nð0;~JðtÞÞ;

where ~JðtÞ is defined in Assumption 6’(ii). Thus, we have

~γðtÞ � γðtÞ ¼ OpðN
� 1=2Þ ¼ opð1Þ:

as N!1. Combining Step 1 and Step 2, we get bγW� IVQRðtÞ!
p γðtÞ.
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For fixed N, by Assumption 5, we have bVi!
p Vi. By the consistency of quantile regression

estimators, we obtain bβiðtÞ!
p βðtÞ as T!1. As (T, N)seq!1,

bβW� IVQRðtÞ ¼ ð
XN

i¼1

bV � 1

i Þ
� 1
XN

i¼1

bV � 1

i
bβ iðtÞ!

p
ð
XN

i¼1

V� 1

i Þ
� 1
XN

i¼1

V� 1

i βðtÞ ¼ βðtÞ:

This completes the proof.

A.5. Consistency of bγW� IVQRðtÞ and bβW� IVQRðtÞ under jiont asymptotics

Proof of Theorem 3.2 By the proof of Theorem 3.1, we have ð~γðtÞ � γðtÞÞ ¼ opð1Þ. Then,

by Lemma 1, Lemma 3 and ~ri is bounded, we have

ðbγW� IVQRðtÞ � ~γðtÞÞ ¼ bS
XN

i¼1

~r 0iðba iðtÞ � aiðtÞÞ=N ¼ Opð

ffiffiffiffiffiffiffiffiffiffiffi
logN
T

r

Þ ¼ opð1Þ:

using the condition that T is faster than N2 log N in the theorem. Thus,

bγW� IVQRðtÞ � γðtÞ ¼ opð1Þ.
What’s more, by Lemma 3, we have

bβW� IVQRðtÞ � βðtÞ ¼ ð
XN

i¼1

bV � 1

i Þ
� 1
XN

i¼1

bV � 1

i ð
bβ iðtÞ � βðtÞÞ

¼ ð
XN

i¼1

bV � 1

i Þ
� 1
XN

i¼1

bV � 1

i Opð

ffiffiffiffiffiffiffiffiffiffiffi
logN
T

r

Þ

¼ Opð

ffiffiffiffiffiffiffiffiffiffiffi
logN
T

r

Þ

¼ opð1Þ:

The last equation holds by the assumption of the relative rate of N and T in the theorem. This

gives the asserted claim.

A.6. Asymptotic normality of bγW� IVQRðtÞ and bβW� IVQRðtÞ under jiont asymptotics

Proof of Theorem 4. The proof of the asymptotic normality of bβW� IVQRðtÞ is the same as

that of bβW� QRðtÞ, please refer to Theorem 3.2 of Galvao and Wang [4].

Finally, by Slutsky’s theorem, for any τ 2 U, we obtain

ffiffiffiffi
N
p
ðbγW� IVQRðtÞ � γðtÞÞ!d Nð0; ~OðtÞÞ;

where ~OðtÞ ¼ S~JðtÞS, ~JðtÞ is defined in Assumption 7’(ii) and S ¼ ðQzrQ
� 1

rr Q
0

zrÞ
� 1QzrQ

� 1

rr .
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