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Abstract

This paper studies the updated estimation method for estimating the transmission rate

changes over time. The models for the population dynamics under SEIR epidemic models

with stochastic perturbations are analysed the dynamics of the COVID-19 pandemic in

Bogotá, Colombia. We performed computational experiments to interpret COVID-19

dynamics using actual data for the proposed models. We estimate the model parameters

and updated their estimates for reported infected and recovered data.

Introduction

The Latin American region is one of the regions that has reported more COVID-19 infection

cases. At the end of the year, 2019, the World Health Organization (WHO) said the outbreak

started in Wuhan, China. This outbreak quickly spread to more than 50 countries in one

month. On January 30th/2020, the WHO declared the COVID-19 epidemic a Public Health

Emergency of International Concern (PHEIC) [1]. European countries such as Spain, France,

and Italy have had a significant number of deaths and a high number of infected cases. In

March 6th/2020, the first case of COVID-19 coronavirus was confirmed in Colombia [2].

Colombia has implemented many emergency measures in response to the coronavirus out-

break, including strict lock-downs, PCR testing capacity, contact tracing, and augmenting ICU

capacity in the hospitals. In particular, Colombia is one of the top ten countries globally

regarding the registered number of infections for more than 2 million cases and more than

58,974 deaths since March 2020, regarding the data of the COVID-19 of the Instituto Nacional

de Salud Colombia (INS) [3] (See Fig 1). In Colombia, national and local governments have

taken measures to control the spread of infections, such as lockdowns, restrictions movements,

including closing airports, etc. [4, 5]. However, there was still a rapid spread of the virus in

Colombia, even when the vaccination in Colombia started on February 17th 2021 and, in May

22nd 2021 there were 9,325,861 vaccinated people. [6]

Given the conditions of contagion transmission and spread in the country, it is necessary to

establish when the rise of cases is expected to be high and when the isolation and modality
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restriction measures can be repealed. To mention a few models, SIR (susceptible, infected, and

recovered), SIS (susceptible and infected), and SEIR (susceptible, exposed, infected, and recov-

ered). The first epidemiological mathematical model in 1927 by Kermack and McKendrick in

[7], the SIR model. In this model, three types of individuals are distinguished: susceptible in

the time t (S(t)), infected in the time t (I(t)), and removable in the time t (R(t)). Susceptible

individuals are prone to contracting a disease by having infectious contact with these infected

who may present symptoms. Removable individuals cease to be infected, or either die or have

immunity against the disease.

In the SIR model, β is the transmission rate. Thus, βI(t)S(t) is the total of S(t) susceptible

who acquire the infectious agent when having contact with I(t) infectious population on time

t. 1/γ is the recovered time (γ is the recovered rate), that is, the time that takes an infected indi-

vidual to recover in a removable individual. This way, γI(t) is removable of I(t) infected indi-

viduals on time t. Something intrinsic to the SIR model does not consider the exposed
population, who are the individuals that have the infectious agent, but they can not spread the

epidemic. The notation is E(t) as the number of exposed populations in the day t. That popula-

tion can be the infection agent (virus, bacteria, etc.) but is not infectious until they have com-

pleted the entire incubation. This time is time that takes an individual to recover from a

contagious individual, which we denote by 1/υ. In COVID-19, there is also an incubation time

from 2 to 14 days [8]. For this reason, we consider a more general model: the SEIR model [9].

In the SEIR model, βI(t)S(t) and γI(t) are interpreted similarly to the SIR model. In this model,

υ is the incubation rate. The SIR and SEIR models assume the total population is constant. For

example, the SEIR model is

NðtÞ ¼ SðtÞ þ EðtÞ þ IðtÞ þ RðtÞ

The modified SEIR model is the SEIR model with demographics, where Λ represents the

influence rate, that is, the average number of new susceptible populations per unit of time [10].

The emigration rate is denoted as μ, and γ is the recovered rate. Therefore, γI(t) is the total

recovered of I(t) infected individuals on time t. The equation of the SEIR model with demo-

graphics is the ordinary differential system 1.

dSðtÞ
dt
¼ L � bIðtÞSðtÞ � mSðtÞ

dEðtÞ
dt
¼ bIðtÞSðtÞ � uEðtÞ � mEðtÞ

dIðtÞ
dt
¼ uEðtÞ � gIðtÞ � mIðtÞ

dRðtÞ
dt
¼ gIðtÞ � mRðtÞ

8
>>>>>>>>>>>>>><

>>>>>>>>>>>>>>:

ð1Þ

Recently, research articles have been studied using different approaches to model COVID-

19, to mention a few [11–15]. They focus on minimizing the sum of squares based only on the

infected population data in taking the parameters of other papers. Statistically, it should be

used all the types of populations under an epidemic and a methodology to estimate the param-

eters of the model. Actually [16] is highlighted that “it is difficult to consider all possible interac-
tions between interventions in the same model and find parameters close to reality through
simulations”. In this way, we must search for a model which includes all the populations under

the epidemic and estimates the parameters based on as much information as possible. In par-

ticular, to Bogotá (Colombia), there are previously published papers as [17–19] whose focus is
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taking the parameters under which a good fit is observed. These papers are based on SEIR

models with types of population, for instance, asymptomatic or hospitalized individuals, but

they do not estimate the susceptible and exposed population. However, the fit is only on the

number of reported cases of COVID-19, leaving aside the recovered population, whose data is

being reported by the [3]. The mean objective of this paper is to provide three different meth-

ods to estimate parameters on models based on epidemics, taking as an example the SEIR

model: (i) minimizing the loss function considering infected and recovered data; (ii) using a

data update approach; and (iii) using a stochastic infection rate. We also give a possible imple-

mentation to actual data, in this case, considering the COVID-19 data from Bogotá—one of

the methods to estimate the susceptible and exposed population: using the data update

estimation.

This paper describes methods for estimating SEIR-type models for COVID-19 data in

Bogota. The paper is organized as follows: The section “A state of the art on the parameter esti-

mation on epidemic models” proposes two models based on the minimization of loss func-

tions based on infected population I(t) and recovered population R(t) data. The section on

“Estimation of the SEIR MODEL from real data” is devoted to parameter estimation based on

the susceptible S and exposed E population, which has been previously estimated using real

data. Additionally, we update the parameters β, υ, and γ as a function of time. The section on

“Estimation of the SEIR MODEL from real data” pres-ents an SEIR model with random per-

turbations, i.e., where we assume that the parameter β is random. We also include the corre-

sponding parameter estimation method for real data for this model. Finally, the last section

concludes the paper with future perspectives and the advan-tages and disadvantages of each of

the proposed methodologies.

A state of the art on the parameter estimation on epidemic models

State-of-art

This paper establishes an estimation methodology that could improve the forecasts for the

populations in an epidemic under the SEIR model. For example, we take COVID-19 data from

Bogota during the first 385 days of the pandemic. According to the test, we assume that the

number of infected populations is the number of individuals diagnosed as infected. The num-

ber recovered population is the number of individuals who, after being positive for COVID-

Fig 1. COVID-19 infected data from Bogota D.C. during the first 385 days.

https://doi.org/10.1371/journal.pone.0285624.g001
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19, had a negative test reported each day or who have been 14 days without symptoms. We do

not consider the recovered data. The cumulative number of tests reported as negative mea-

sures individuals could be reported as newly infected in the following days when the patient

retests once they present new symptoms. Data is taken from the public database of the INS [3].

In addition, we consider that the infection rate is not the same for all 385 days since most peo-

ple from Bogota were initially isolated by control and prevention measures, which can be

searched in [5]. After around 150 days, there were economic reactivation and Christmas holi-

days, so the infection rate differed (see Fig 2). We have six periods of time, each with different

infection rates, which were chosen regarding to the rules and laws established by the Colom-

bian Government and mayor’s office of Bogota. These points do not coincide necessarily with

the inflection points of the infection function. We assume that the infection rate of each period

changed according to the measures of mitigation and control against COVID-19 by the Bogota

D.C. city [5]. Some of these points coincide with some peaks and valleys found in the graph of

the smoothed infected data (see Fig 2). On the other hand, we do not consider variants of the

disease, due to the available database does not have of the type of variant for each infected indi-

vidual. The intervals are noted by τ1,. . ., τ6. In the Fig 2, we smoothed the data using the func-

tion frfast from npregfast package in R.

We propose to study the COVID-19 over-estimation methods using the system 1. There are

different statistical methods of estimating parameters for the deterministic models, namely, a

trial-and-error method, the use of computational algorithms for minimizing the sum of

squares(see [20–25] or on the available data [26]). Also, it is worth mentioning that the papers

[27–31] consider the parameters as a function of time t and estimate their values. However,

some papers are based only on infected data, which drives possible flawed estimations on

another type of population under an epidemic (Fig 3). Other papers, as [32, 33] suggest an

overestimation of the infected population or even that the models with differential equations

do not work to predict the infected population.

We use the maximum likelihood method to estimate the parameters using COVID-19 data

from Bogota under the SEIR model with the regression model given by the Eq 2. We take Λ =

(9.42/1000), �p ¼73,660 with �p as the average of the projected population of Bogota from

march 6th of 2020 to march 21th of 2021 according to DANE, which is the Official Statistical

Office from Colombia, the birth Λ = 9.42/1000 and the death rate μ = 4/1000 (see [34]). We

Fig 2. COVID-19 data from Bogota D.C. during of the first 385 days.

https://doi.org/10.1371/journal.pone.0285624.g002
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note Ak(t) with k = 1, . . ., 4 as S(t), E(t), I(t) and R(t), respectively, on 2. In addition ϕk (t),
k = 1, . . ., 4 is noted on 2 as the regression function which corresponds to the approximate

solution of the system 1 for S(t), E(t), I(t) and R(t), respectively. We do not have the analytic

solution of the system 1 on 2, therefore the approximate solution refers to the solution accord-

ing to numerical methods according to ode function from deSolve package in R.

AkðtÞ ¼ �kðtÞ þ �k; �k � Nð0; d
2
Þ: ð2Þ

On 2 we propose to estimate δ2 as the variance given by

d̂2 ¼
X4

k¼1

Xn

j¼1

ðAkðtjÞ � �kðtjÞÞ
2

n
; ð3Þ

thus, we use AkðtjÞ � Nð�k tj
� �

; d̂2Þ; j ¼ 1; :::; n for the parameter estimation (see [35]). To

this extent, we add noise for each of the variables Ak(tj) with k = 1, . . ., 4 to make a maximum

likelihood estimation. We wish to mention that the recent papers [21, 23, 25] fit the models

only to the infected data. Following that focus and the notation ϕk (tj), Ak (tj), we re-write the

model 2 as the equation given by

Model 1: AkðtÞ ¼ �kðtÞ þ �k; �k � Nð0; d
2

1
Þ: ð4Þ

with d̂2
1
¼
Pn

j¼1
ðIðtjÞ � �3ðtjÞÞ

2
=n (see Fig 3), which is a model with noise only for I(t). We use

mle2 function from bbmle package from R, to establish the parameters for each period. We

take six periods instead of 8 because intervals 2 and 3 and 4 and 5 do not have inflection points

for the infected population. These parameters can be observed in the Table 1

Fig 3. Estimated infected and recovered population of the 4 model with δ̂2
1 ¼

Pn
j¼1ðIðtjÞ � ϕ3ðtjÞÞ

2
=n for each

considered interval Ir, r = 1, . . ., 6, using the mle2 function (parameters on the Table 1).

https://doi.org/10.1371/journal.pone.0285624.g003

Table 1. Estimated parameters of the 4 model with δ̂ 2
1 ¼

Pn
j¼1ðIðtjÞ � ϕ3ðtjÞÞ

2
=n, for each interval Ir, r = 1, . . ., 6. We use the mle2 function.

Period of time (τs) βτs
days� 1 υτs

days� 1 γτs
days� 1

[0,150) 1.738857e-05 1.383661e-05 1.633080e-02

[150,205) 9.882397e-01 1.201782e-11 5.492948e-03

[205,270) 1.000000e+00 1.337070e-06 1.060467e-03

[270,312) 1.290321e-01 1.815878e-05 1.780064e-02

[312,363) 9.999918e-01 5.725818e-07 3.661433e-02

[363,385] 7.040308e-01 4.579072e-06 3.334993e-03

https://doi.org/10.1371/journal.pone.0285624.t001
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Note in the Fig 3 that on the interval [312, 363), the recovered population is over-estimated.

Other people could be deficiently estimated as is observed in Fig 4, whose graph is on the inter-

val I1 = [1, 150) we have that the exposed population is a maximum 10,410,375, which is not

valid since the people of Bogota and its metropolitan area is less than 9,000,000 (see [34]).

On the other hand, when we graph the negative log-likelihood function on the interval

[150, 205) for β with β 2 [0, 1], υ = 1.201782 × 10−11 and γ = 5.492948 × 10−3 (Fig 5) note that

this function does not have a monotone behavior. Therefore, if an initial value of β is near to a

local minimum when the mle2 function is used since estimation can vary significantly. The

estimation of β is necessary for the susceptible and exposed population data using the approxi-

mation of the Euler method as given in the Eq 8.

Data modeling

Since we have recovered data for COVID-19 data from Bogota, we initially propose an estima-

tion method based on that data re-writing the model 2, taking the notation given by ϕk (tj), Ak
(tj), as

Model 2: AkðtÞ ¼ �kðtÞ þ �k; �k � Nð0; d
2

2
Þ: ð5Þ

Fig 4. Susceptible and exposed estimation on the interval I1 = [0, 150), according to the model 4 with

δ̂2
1 ¼

Pn
j¼1ðIðtjÞ � ϕ3ðtjÞÞ

2
=n.

https://doi.org/10.1371/journal.pone.0285624.g004

Fig 5. Negative log-likelihood function to β 2 [0, 1], υ = 1.201782 × 10−11 and γ = 5.492948 × 10−3 on the interval

[150, 205) for COVID-19 data from Bogota D.C.

https://doi.org/10.1371/journal.pone.0285624.g005
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where AkðtjÞ � Nð�k tj
� �

; d̂2
2
Þ; j ¼ 1; :::; n with

d̂2
2
¼
Xn

i¼1

ðIðtiÞ � �3ðtiÞÞ
2

n
þ
Xn

i¼1

ðRðtiÞ � �4ðtiÞÞ
2

n
: ð6Þ

Note that in the model 5, we have noise on the infected and recovered data, which is all the

available data. We do not consider the possible correlation between the infected and recovered

population to simplify the calculus. We observed the inflection points graphically for the

recovered population, which can be seen in Fig 6. Based on these points, combined with the

points with changes in control measures on the infected population regarding [4], we chose

eight different intervals for which the parameters change, under the influence of the recovered

data. In the Fig 6, we also can see the estimations of the model 5 with d̂2
2

given by the Eq 6.

Note that the difference between Figs 4 and 7 is that the first one shows the estimation under

the loss function uniquely considering the infected data (Model 1), while the second one

shows the estimation under the loss function considering the infected data and the recovered

data (Model 2). In this way, taking a loss function involving the two types of data improves the

estimation of the recovered population.

As we could note in the Fig 4, when we use the estimated model 5 with d̂2
2

given by 6, the

susceptible and exposed population can be over-estimated or under-estimated. According to

the estimations (see Fig 7), for day 150, there are 12,535,024 of the exposed population,

which is not valid. It also can be seen that on day 150, the susceptible population is 38

approximately, something illogical since around day 300 there are more than 5,000 reported

cases (see Fig 2).

Fig 6. Estimated infected and recovered population of the 5 model with δ̂2
2 given by the Eq 6 for each considered

interval Is, s = 1, . . ., 8. We use the mle2 function (parameters on the Table 2).

https://doi.org/10.1371/journal.pone.0285624.g006

Fig 7. Susceptible and exposed estimation on the interval I1 = [1, 150) according to the model 5 with δ̂2
2 given by

the Eq 6.

https://doi.org/10.1371/journal.pone.0285624.g007
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Figs 4 and 7 made us think about studying an estimation method that also considers the

susceptible and exposed population. For that, we propose initially a parametric method of esti-

mation where first the exposed and susceptible population is estimated. After, we find the

necessity of establishing a data update estimation, which we propose in the following

subsection.

Estimation of the SEIR model from real data

This section will propose an updated data method that searches for a good fit to avoid overesti-

mating parameters such as recovery rate γ. It is not adequate to take only one interval since

there are some different conditions of infection spread according to local government [5]. The

model to be estimated by a theoretical approach is the Model 2 of the Eq 2.

Parameter estimation on the SEIR model with susceptible and exposed

missing data

We have the data corresponding to infected and recovered population per day from Bogota

(Colombia), whereby the other data (susceptible and exposed population) are missing data. In

this way, we will estimate the parameters using only the available data. If we think of the ordi-

nary least squares method, we must minimize the equation

Q ¼
Xn

i¼0

�
IðtiÞ � ÎðtiÞ

�2

þ
�
RðtiÞ � R̂ðtiÞ

�2

; ð7Þ

where Î and R̂ are the solutions of the deterministic system 1. However, we do not have the

analytical solution for I and R of the system 1, the reason why Î and R̂ are the approximations

given by the Euler method (see [36]),

ŜðtjÞ ¼ Sðtj� 1Þ þ ½L � bSðtj� 1ÞIðtj� 1Þ � mSðtj� 1Þ�ðtj � tj� 1Þ

ÊðtjÞ ¼ Eðtj� 1Þ þ ½bSðtj� 1ÞIðtj� 1Þ � uEðtj� 1Þ � mEðtj� 1Þ�ðtj � tj� 1Þ

ÎðtjÞ ¼ Iðtj� 1Þ þ ½uEðtj� 1Þ � ðmþ gÞIðtj� 1Þ�ðtj � tj� 1Þ

R̂ðtjÞ ¼ Rðtj� 1Þ þ ½gIðtj� 1Þ � mRðtj� 1Þ�ðtj � tj� 1Þ:

ð8Þ

Table 2. Estimated parameters of the 5 model with δ̂2
2 given by 6, for each considered interval Is, s = 1, . . ., 8. We

use the mle2 function.

Period of time (τs) βτs
υτs

γτs

[0,150) 9.999e-01 2.523e-06 8.115e-03

[150,177) 5.415e-01 3.301e-06 1.500e-02

[177,205) 1.000e+00 7.454e-29 4.098e-19

[205,270) 1.000e+00 1.337e-06 1.060e-03

[270,312) 1.290e-01 1.816e-05 1.780e-02

[312,330) 9.817e-01 1.941e-15 1.039e-02

[330,363) 1.000e+00 1.000e-06 3.806e-19

[363,385] 7.040e-01 4.579e-06 3.335e-03

https://doi.org/10.1371/journal.pone.0285624.t002
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However, note in the Eq 8 that Î tj
� �

needs the values of E(tj−1) reason why we have to esti-

mate S(tj) and E(tj). For it, first note that

SðtjÞ þ EðtjÞ ¼ NðtjÞ � IðtjÞ � RðtjÞ; ð9Þ

where N(tj) is the total population in the time tj.
Note that,

ŜðtjÞ þ ÊðtjÞ ¼ Sðtj� 1Þ þ Eðtj� 1Þ þ ½L � mðSðtj� 1Þ þ Eðtj� 1ÞÞ � uEðtj� 1Þ�ðtj � tj� 1Þ ð10Þ

Replacing S(tj−1) + E(tj−1) by N(tj−1) − I(tj−1)−R(tj−1) and Ŝ tj
� �
þ Ê tj

� �
by N(tj) − I(tj) − R

(tj), to observe for E(tj−1) and S(tj−1) given by

Ĕðtj� 1Þ ¼
Nðtj� 1Þ � NðtjÞ � Iðtj� 1Þ þ IðtjÞ � Rðtj� 1Þ þ RðtjÞ

uðtj � tj� 1Þ
þ
L

u

�
m

u
ðNðtj� 1Þ � Iðtj� 1Þ � Rðtj� 1ÞÞ

S̆ðtj� 1Þ ¼ Nðtj� 1Þ � Ĕðtj� 1Þ � Iðtj� 1Þ � Rðtj� 1Þ:

ð11Þ

We have the estimators of E(tj) and S(tj) are given respectively by ĔðtjÞ and S̆ðtjÞ. For

observing that the estimators let fit the data to the model we simulate data based on the SEIR

model:

1. Using the function ode of the library deSolve in R we generate the solution from 1 to

100 for the parameters Λ = 4, β = 0.2, υ = 0.1, γ = 0.3 and μ = 0.2 and initial value (4, 0, 0.1,

0). These values we note them as S(ti), E(ti), R(ti) with t0 = 0, . . ., t100 = 100

2. Adding 0.2 to I(ti) and R(ti) with i = 1, 3, . . ., 99. Subtracting 0.2 to I(ti) and R(ti) with i = 0,

2, . . ., 100.

In the Fig 8 we graph the simulated data in the steps 1 and 2 join with the smoothed func-

tions using frfast in R.

Now, we calculate S̆ðtjÞ and ĔðtjÞ (Eq 11) with tj = 1, . . ., 100 for comparing the estimation

with the “real” data. Fig 9 shows that comparison.

The susceptible and exposed population is over or underestimated when taking the data

directly. We use smoothing techniques to reduce the effect of variations for the infected and

recovered data (for example, we use frfast in R) as it can be seen in the Fig 10

Fig 8. Infected and recovered simulated date built in the steps 1 and 2 and their smoothing.

https://doi.org/10.1371/journal.pone.0285624.g008
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Thus, we suggest smoothing the data to estimate the susceptible and exposed population

better. On the other hand, we also can have a good estimation by smoothing the values of S̆ðtjÞ

and ĔðtjÞ. Note in the Eq 11 we have assumed υ as the known parameter. Therefore we would

have to estimate β and γ using the data. We consider the data given by I(tj), R(tj) and

SðtjÞ � S̆ðtjÞ, EðtjÞ � ĔðtjÞ. Thus we can apply the least-squares method by minimizing the

equation

U ¼
Xn

i¼0

�
ðS̆ðtiÞ � ŜðtiÞ

�2

þ
�
ĔðtiÞ � ÊðtiÞ

�2

þ
�
IðtiÞ � ÎðtiÞ

�2

þ
�
RðtiÞ � R̂ðtiÞÞ

2
�
; ð12Þ

taking taking4t = tj − tj−1 for all j = 1, . . ., n., we have that U is given by

U ¼
Pnþ1

j¼0
ðS̆ðtjÞ � S̆ðtj� 1Þ � L4t þ bS̆ðtj� 1ÞIðtj� 1Þ4t þ mS̆ðtj� 1Þ4tÞ

2
þ

Pnþ1

j¼0
ðĔðtjÞ � Ĕðtj� 1Þ � bS̆ðtj� 1ÞIðtj� 1Þ4t þ uĔðtj� 1Þ4t þ mĔðtj� 1Þ4tÞ

2
þ

Pnþ1

j¼1
ðIðtjÞ � Iðtj� 1Þ � uĔðtj� 1Þ4t þ ðmþ gÞIðtj� 1Þ4tÞ

2
þ

Pnþ1

j¼1
ðRðtjÞ � Rðtj� 1Þ � gIðtj� 1Þ4t þ mRðtj� 1Þ4tÞ

2
:

ð13Þ

Fig 9. Susceptible and exposed population estimated by S̆ðtjÞ and ĔðtjÞ (Eq 11) without smoothing infected and

recovered data versus solutions for susceptible and recovered of the step 1 (modeled exposed and recovered,

respectively).

https://doi.org/10.1371/journal.pone.0285624.g009

Fig 10. Susceptible and exposed population estimated by S̆ðtjÞ and ĔðtjÞ (Eq 11) versus solutions for susceptible

and recovered of the step 1 (modeled exposed and recovered, respectively).

https://doi.org/10.1371/journal.pone.0285624.g010
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We can find the value of b̂ by minimizing U as follows

@U
@b
¼ 2

Pnþ1

j¼1
ðS̆ðtjÞ � S̆ðtj� 1Þ � L4t þ bS̆ðtj� 1ÞIðtj� 1Þ4t þ mS̆ðtj� 1Þ4tÞ

�S̆ðtj� 1ÞIðtj� 1Þ4t þ 2
Pnþ1

j¼1
ðĔðtjÞ � Ĕðtj� 1Þ � bS̆ðtj� 1ÞIðtj� 1Þ4t

þuĔðtj� 1Þ4t þ mĔðtj� 1Þ4tÞ � ð� S̆ðtj� 1ÞIðtj� 1Þ4tÞ ¼ 0:

ð14Þ

Obtaining that b̂ is given by

b̂ ¼
c

24t
Pnþ1

j¼1
S̆2ðtj� 1ÞI2ðtj� 1Þ;

ð15Þ

where

c ¼ ð1 � m4 tÞ
Pnþ1

j¼1
S̆2 tj� 1

� �
I tj� 1

� �
�
Pnþ1

j¼1
S̆ðtjÞS̆ tj� 1

� �
I tj� 1

� �

þL4 t
Pnþ1

j¼1
S̆ tj� 1

� �
I tj� 1

� �
� ð1 � û 4 t � m4 tÞ

Pnþ1

j¼1
Ĕ tj� 1

� �
S̆ tj� 1

� �
I tj� 1

� �

þ
Pnþ1

j¼1
ĔðtjÞS̆ tj� 1

� �
I tj� 1

� �
:

On the other hand, for γ we have

@U
@g
¼ 2

Pnþ1

j¼1
ðIðtjÞ � Iðtj� 1Þ � uEðtj� 1Þ4t þ ðmþ gÞIðtj� 1Þ4tÞIðtj� 1Þ4tþ

2
Pnþ1

j¼1
ðRðtjÞ � Rðtj� 1Þ � gIðtj� 1Þ4t þ mRðtj� 1Þ4tÞð� Iðtj� 1Þ4tÞ ¼ 0:

ð16Þ

Obtaining that ĝ is given by

ĝ ¼
aþ u

Pnþ1

i¼1
Ĕðtj� 1ÞIðtj� 1Þ

2
Pnþ1

i¼1
I2ðtj� 1Þ;

ð17Þ

where

a ¼
ð1 � m4 tÞ
4t

Xnþ1

i¼1
I2 tj� 1

� �
�
Xnþ1

i¼1
R tj� 1

� �
Iðtj� 1Þ

� �
�

1

4t

Xnþ1

i¼1
IðtiÞIðtj� 1Þ

þ
1

4t

Xnþ1

i¼1
RðtiÞIðtj� 1Þ:

Note that the estimators are minimum due to the Hessian matrix is given by

Hb;g ¼
4
Pnþ1

i¼1
S̆2ðtj� 1ÞI2ðtj� 1Þ4

2t 0

0 4
Pnþ1

i¼1
I2ðtj� 1Þ4

2t

 !

such as 4
Pnþ1

i¼1
S̆2ðtj� 1ÞI2ðtj� 1Þ4

2t > 0 and

detðHb;gÞ ¼ 1644t
Xnþ1

i¼1
S̆2ðtj� 1ÞI

2ðtj� 1Þ
� � Xnþ1

i¼1
I2ðtj� 1Þ

� �
> 0;

therefore ðb̂; ĝÞ is a minimum, being these the least squares estimators. In the Fig 11 we graph

the solution of the system 1 (using the ode function) taking Λ = 4, υ = 0.1, μ = 0.2, b � b̂ and

g � ĝ; where b̂ and ĝ are calculated without smoothing the infected (I(tj)) and recovered (R
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(tj)) data simulated in the steps 1 and 2, and whose values are b̂ ¼ 0:5581449 and

ĝ ¼ 0:2645688. On the same graph, we show the solutions according to ode function with Λ
= 4, υ = 0.1, μ = 0.2, β = 0.2 and γ = 0.3.

Note that we don’t have a good estimation for the infected and recovered data without

smoothing. It also can be seen that the solution for the susceptible and recovered is far from

the corresponding smoothed population estimated. This can be corrected by smoothing the

infected and recovered data (in our case, the data simulated by the steps 1 and 2) before calcu-

lating b̂ and ĝ, whose values are b̂ ¼ 0:199841 and ĝ ¼ 0:2934448 close to β and γ, respec-

tively. Note in Fig 12 that smoothing the data lets a good fit since smoothed data is near to the

solution of the system.

Following the last paragraph, we taking the smoothed infected and recovered data of

COVID-19 from Bogota (Fig 2) to estimate the susceptible and exposed population under the

pandemic (Fig 13). Calculating S̆ðtjÞ and ĔðtjÞ (Eq 11) with L ¼ ð9:42=1000Þ�p � 73,660, μ =

4/1000 and the incubation rate of COVID-19 given by υ = 1/5.2 (1/υ = 5.2 days is the incuba-

tion time according to [37]).

Note that the susceptible population always increases. This is why Λ� μmaxi(pi) with pi
the projected population from Bogota in the day i. The reason why there is such a large

increase in the population from Bogota is the migration mostly of people from Venezuela

regarding to Migración Colombia [38]. On the other hand, the exposed population presents

Fig 11. Solution of the system 1 taking Λ = 4, υ = 0.1, μ = 0.2, β ¼ β̂ and γ ¼ γ̂ ; where β̂ and γ̂ are calculated

without smoothing the infected and recovered data simulated (Solution 1). On the other hand, the real solution,

which is the solution of the system 1 taking Λ = 4, υ = 0.1, μ = 0.2, β = 0.2 and γ = 0.3 (Solution 2) is also graphed.

https://doi.org/10.1371/journal.pone.0285624.g011

Fig 12. Solution of the system 1 taking Λ = 4, υ = 0.1, μ = 0.2, β ¼ β̂ and γ ¼ γ̂ ; where β̂ and γ̂ are calculated by

smoothing the infected and recovered data simulated (Solution 1). On the other hand, the real solution, which is the

solution of the system 1 taking Λ = 4, υ = 0.1, μ = 0.2, β = 0.2 and γ = 0.3 (Solution 2) is also graphed.

https://doi.org/10.1371/journal.pone.0285624.g012
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peaks and valleys which match with the peaks and valleys of the number of infected in Bogota.

In the Table 3 we estimate the parameters of the eight intervals under which we consider dif-

ferent infection conditions. Note that the recovered rate could be over-estimated since the val-

ues of ĝ are more than 1, which indicates that the recuperation time of COVID-19 is less than

one day which is false [39].

Despite using a least-squares method for estimating the parameters and taking some inter-

vals with similar infection conditions, the Table 3 suggests using another estimation method

for modeling the COVID-19 with the SEIR model. For this reason, we propose an updated

data estimation in the next subsection.

Parameter estimation on the SEIR model with susceptible, exposed and

recovered missing data

In this case, we do not have data corresponding to susceptible, exposed, and recovered popula-

tions each time. We could only apply the least squares on the infected population.

S ¼
Xn

j¼0

ðIðtjÞ � ÎðtjÞÞ
2
: ð18Þ

However, we would need the values of E(tj−1) according to the Eq 8, from where we can see

that

ŜðtjÞ þ ÊðtjÞ þ R̂ðtjÞ ¼ Sðtj� 1Þ þ Eðtj� 1Þ þ Rðtj� 1Þ þ ½L � mðSðtj� 1Þ þ Eðtj� 1Þ

þRðtj� 1ÞÞ � uEðtj� 1Þ þ gIðtj� 1Þ�ðtj � tj� 1Þ
ð19Þ

Fig 13. Projected population (according to DANE) from Bogota during the first 385 days of COVID-19 in Bogota.

Susceptible and exposed estimations using the Eq 11.

https://doi.org/10.1371/journal.pone.0285624.g013

Table 3. Parameter estimation using b̂ and γ̂ using the Eqs 15 and 17 for each considered interval Is, s = 1, . . ., 8,

respectively. We take S̆ðtjÞ and ĔðtjÞ according to the Fig 13.

Period of time (τs) β̂τs
γ̂ τs

[1,150) 2.353e-06 8.461e+00

[150,177) 1.600e-06 5.767e+00

[177,205) 2.829e-06 1.019e+01

[205,270) 2.997e-06 1.082e+01

[270,312) 1.309e-06 4.736e+00

[312,330) 1.375e-06 4.981e+00

[330,363) 3.733e-06 1.350e+01

[363,385) 5.105e-06 1.850e+01

https://doi.org/10.1371/journal.pone.0285624.t003
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Replacing S(tj−1) + E(tj−1) + R(tj−1) by N(tj−1) − I(tj−1) and ŜðtjÞ þ ÊðtjÞ þ R̂ðtjÞ by N(tj) − I
(tj), we obtain an estimator for E(tj−1)

^Eðtj� 1Þ ¼
Nðtj� 1Þ � NðtjÞ � Iðtj� 1Þ þ IðtjÞ

uðtj � tj� 1Þ
þ
L

u

�
m

u
N tj� 1

� �
� I tj� 1

� �
þ gI tj� 1

� �h i
ð20Þ

Note that we assumed γ and υ as known parameters. In such manner, we can estimate R
(tj−1) by R̂ðtj� 1Þ (Eq 8) taking R(t0) = 0 and S(tj−1) by
^Sðtj� 1Þ ¼ Nðtj� 1Þ �

^Eðtj� 1Þ � Iðtj� 1Þ � R̂ðtj� 1Þ. We want to minimize for finding an estima-

tor for β

V ¼
Xn

j¼0

ðð
^SðtjÞ � ŜðtjÞÞ

2
þ ð

^EðtjÞ � ÊðtjÞÞ
2
þ ðIðtjÞ � ÎðtjÞÞ

2
þ ðRðtjÞ � R̂ðtjÞÞ

2
Þ; ð21Þ

where R̆ðtiÞ ¼ R̂ðtiÞ. Actually, independently if we have R̆ðtiÞ 6¼ R̂ðtiÞ, for minimizing V we

have that the derivative respect to β of
Pn

i¼0
R̂ðtiÞ � R̂ðtiÞ
� �2

is equal to 0 since β does not

appear at R̂ðtiÞ.
Analogously, following what we did for minimizing U on the Eq 12 we have that b̂ is given

by the Eq 15, which is a minimum due to @2V=@b2
¼ 4

Pnþ1

i¼1

^S2ðtj� 1ÞI2ðtj� 1Þ > 0.

In Fig 14, we graph the estimations for the susceptible (
^SðtjÞ), exposed (

^EðtjÞ) and recov-

ered (R̂ðtjÞ) population, from the infected data simulated in the steps 1 and 2 (considering

unknown recovered data). In addition, we graph the solution of the system taking the parame-

ters as the step 1, except for β, which is taken by b � b̂ ¼ 0:1397632 calculated of the Eq 15,

under S̆ðtjÞ �
^SðtjÞ, ĔðtjÞ �

^EðtjÞ and the infected data without smoothing.

If we take the estimations for the susceptible (
^SðtjÞ), exposed (

^EðtjÞ) and recovered (R̂ðtjÞ)
population, calculated only from the smoothed infected data (from the infected data simulated

in the steps 1 and 2) using the function frfast from the package npregfast in R. We also

calculate b̂ using S̆ðtjÞ �
^SðtjÞ, ĔðtjÞ �

^EðtjÞ (using the smoothed simulated data) and the

smoothed infected data, and so b � b̂ ¼ 0:1397632, which is too far from β = 0.2. That

implies that not necessarily smooth the data drives to a good fit (see Fig 15).

Fig 14. Solution of the system 1 taking Λ = 4, υ = 0.1, μ = 0.2, γ = 0.3 and β ¼ β̂ (Solution 1). b̂ is calculated using
^
SðtjÞ,

^
EðtjÞ (based on the smoothed I(tj)) and the infected data without smoothing. On the other hand, the real solution,

which is the solution of the system 1 taking Λ = 4, υ = 0.1, μ = 0.2, β = 0.2 and γ = 0.3 (Solution 2) is also graphed.

https://doi.org/10.1371/journal.pone.0285624.g014
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Note in the bottom right of the Fig 15 that there is a good estimation for the recovered pop-

ulation, being too close R̂ðtjÞ to R(tj). We can estimate the susceptible and exposed population

using the Eq 22.

(Eðtj� 1Þ ¼
Nðtj� 1Þ � NðtjÞ � Iðtj� 1Þ þ IðtjÞ � R̂ðtj� 1Þ þ R̂ðtjÞ

uðtj � tj� 1Þ
þ
L

u

�
m

u
ðNðtj� 1Þ � Iðtj� 1Þ � R̂ðtj� 1ÞÞ

(Sðtj� 1Þ ¼ Nðtj� 1Þ �
(Eðtj� 1Þ � Iðtj� 1Þ � R̂ðtj� 1Þ:

ð22Þ

Estimating the susceptible, exposed and recovered population respectively by
(S tj
� �

,

(R tj
� �

and R̂ tj
� �

, note in the Fig 16 that these populations are being good estimated.

Fig 15. Solution of the system 1 taking Λ = 4, υ = 0.1, μ = 0.2, γ = 0.3 and β ¼ β̂ (Solution 1). b̂ is calculated using
^
SðtjÞ,

^
EðtjÞ (based on the smoothed I(tj)) and the smoothed infected data. On the other hand, the real solution, which is

the solution of the system 1 taking Λ = 4, υ = 0.1, μ = 0.2, β = 0.2 and γ = 0.3 (Solution 2) is also graphed.

https://doi.org/10.1371/journal.pone.0285624.g015

Fig 16. Solution of the system 1 taking Λ = 4, υ = 0.1, μ = 0.2, γ = 0.3 and β ¼ β̂ (Solution 1). b̂ is calculated using
(
SðtjÞ,

(
EðtjÞ (based on the smoothed I(tj)) and the smoothed infected data. On the other hand, the real solution, which

is the solution of the system 1 taking Λ = 4, υ = 0.1, μ = 0.2, β = 0.2 and γ = 0.3 (Solution 2) is also graphed.

https://doi.org/10.1371/journal.pone.0285624.g016
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Calculating b̂ (Eq 15) based on
(S tj
� �

,
(R tj
� �

and the smoothed infected data, we have

b̂ ¼ 0:2002431, which is close to β = 0.2 which with the Fig 16 indicate a good estimation.

A data update approach

Exogenous variables such as vaccination and quarantines interact with the infections, and we

did not consider them in the present model. However, the SEIR model is one of the simplest to

describe an epidemic’s behavior. For this reason, we propose a data update method of parame-

ter estimation based on previous approximations to the unknown populations who are suscep-

tible and exposed. This method estimates the parameters for each time tj, based on the

available data of the previous day. Its implementation is different for each model, and it

depends on the previous known parameters. This focus was approached by [40], under a

regression Poisson model applied only on age groups, to predict the number of cases and

deaths of COVID-19 in Italy, taking as regression variable the time. [41] estimate and map the

prevalence of Chagas disease among adults in the United States, based on some small popula-

tion subgroups at the public micro-area (PUMA) level for mapping. [42] uses Markov Chain

Monte Carlo (MCMC) method to fit an SEIR-type model to the data of the cumulative number

of laboratory-confirmed 2019-nCov cases from the National Health Commission of the Peo-

ple’s Republic of China. Finally, [43] suggests using a bayesian model based on Newtonian

equations of an ordinary differential system to estimate the parameters. In this paper, we have

given a general estimation of the parameters. However, it is not used with real data. In our

paper, we propose a novel method whose purpose is estimating each parameter on time tj
from infected and recovered data of the previous day, that is I(tj−1) and R(tj−1). We are going

to consider ŜðtjÞ � S̆ðtjÞ, ÊðtjÞ � ĔðtjÞ, ÎðtjÞ � IðtjÞ and R̂ðtjÞ � RðtjÞ to estimate the parame-

ters based on a data update for β and γ. Solving for γ on the Eq 8 we have

ĝ j ¼
RðtjÞ � Rðtj� 1Þ þ mRðtj� 1Þ4t

Iðtj� 1Þ4t
: ð23Þ

In the Eq 23, we fit the recovered data using the data update approach. On the other hand,

we solve β from the Eq 8 as follows

~b j ¼
S̆ðtj� 1Þ � S̆ðtjÞ þ L4t � mS̆ðtj� 1Þ4t

S̆ðtj� 1ÞIðtj� 1Þ4t
: ð24Þ

In the Eq 24, we fit the susceptible estimated data using the data update approach. Eq 25 is

based completely in the Eq 8, which was obtained of replacing β and γ by ~b j and ĝ j, respec-

tively. In Fig 17, we graph the values given by 25 with the infected data and its smoothing.

∗SðtjÞ ¼ S̆ðtj� 1Þ þ ½L �
~b j S̆ðtj� 1ÞIðtj� 1Þ � mS̆ðtj� 1Þ�ðtj � tj� 1Þ

∗EðtjÞ ¼ Ĕðtj� 1Þ þ ½
~b j S̆ðtj� 1ÞIðtj� 1Þ � uĔðtj� 1Þ � mĔðtj� 1Þ�ðtj � tj� 1Þ

∗IðtjÞ ¼ Iðtj� 1Þ þ ½uS̆ðtj� 1Þ � ðmþ ĝ jÞIðtj� 1Þ�ðtj � tj� 1Þ

∗RðtjÞ ¼ Rðtj� 1Þ þ ½ĝ jIðtj� 1Þ � mRðtj� 1Þ�ðtj � tj� 1Þ;

ð25Þ

However, when we compare with the COVID-19 data for Bogota, we realize that this does

not work for the infected population for which there is an overestimation, as can be seen in Fig
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17. Reason why there is an over-estimation is that S̆ðtj� 1Þ � S̆ðtjÞ is a big number in compari-

son with L4 t � mS̆ðtj� 1Þ. On the other hand, despite having a good estimation for the sus-

ceptible population, it is important to say that there are exogenous variables that were not

considered, in particular, the vaccination which started in February 17th/2021, reason which

the infected population avoids of being good estimated. However, the focus given by the equa-

tions 24 and 23 let us estimate when there were peaks and valleys, in spite of the over-estima-

tion of the infected population.

Estimators given by 24 and 23 fit only the susceptible and the recovered population, which

is why the infected and the exposed population is not well estimated. Therefore, we propose an

estimation, but considering β, υ, and γ under other data update approach, for which γ is fitted

for the recovered population, υ for the infected population and β for the exposed population.

It is important to highlight that υ is being re-estimated because we have to use the exposed

population for the estimation. We could consider the values of ĔðtjÞ as an indication of the

behavior of the exposed population. Solving for γ, υ and β on the Eq 8 we obtain ĝ j, û j and b̂ j

given respectively by 23,

û j ¼
IðtjÞ � Iðtj� 1Þ þ ðmþ ĝ jÞIðtj� 1Þ4t

Ĕðtj� 1Þ4t
; ð26Þ

and

b̂ j ¼
ĔðtjÞ � Ĕðtj� 1Þ þ ðû j þ mÞĔðtj� 1Þ4t

S̆ðtj� 1ÞIðtj� 1Þ4t
: ð27Þ

For smoothed infected and recovered COVID-19 data from Bogota note that there is a

good fitting between the estimation by the data update approach method and the data, as you

can see in the Fig 18. We graph the data update estimation using the Eq 28 which is a version

of 8 replacing β, υ, γ, S(tj) and E(tj) by b̂ j, û j, ĝ j (from the Eqs 23, 26 and 27, respectively), S̆ðtjÞ

Fig 17. Estimated infected population under the Eq 25 for smoothed COVID-19 Bogota data using the estimators

given by υ = 1/5.2, β̂ j and γ̂ j 24 and 23, respectively.

https://doi.org/10.1371/journal.pone.0285624.g017
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and ĔðtjÞ (from the Eq 11).

Model 3 :

_SðtjÞ ¼ S̆ðtj� 1Þ þ ½L � b̂ j S̆ðtj� 1ÞIðtj� 1Þ � mS̆ðtj� 1Þ�ðtj � tj� 1Þ

_EðtjÞ ¼ Ĕðtj� 1Þ þ ½b̂ j S̆ðtj� 1ÞIðtj� 1Þ � û j Ĕðtj� 1Þ � mĔðtj� 1Þ�ðtj � tj� 1Þ

_IðtjÞ ¼ Iðtj� 1Þ þ ½û j S̆ðtj� 1Þ � ðmþ ĝ jÞIðtj� 1Þ�ðtj � tj� 1Þ

_RðtjÞ ¼ Rðtj� 1Þ þ ½ĝ jIðtj� 1Þ � mRðtj� 1Þ�ðtj � tj� 1Þ:

ð28Þ

Note that the model 3 given by the system 28 has a perfect fit for the indication of the

exposed population. Thus, if we had the exposed data, we would have a good fit by smoothing

the data.

On the other hand, the susceptible population is being over-estimated on average by 42 084

of the population. That is because we did the data update for the indication of the exposed pop-

ulation but not for the indication of the susceptible population. For improving the susceptible

estimation we use that SðtjÞ � NðtjÞ � Ě ðtjÞ � Ǐ ðtjÞ � Ř ðtjÞ with ĚðtjÞ, Ǐ ðtjÞ and Ř ðtjÞ are the

update data estimation of E(tj), I(tj) and R(tj), respectively. In the Fig 19 we see that there is a

good fit between the indication susceptible data and the values of

NðtjÞ � ĚðtjÞ � Ǐ ðtjÞ � Ř ðtjÞ. Note in the Fig 19 that the susceptible population is predicted to

always increase. This due to we do not consider vaccination or other measures to control the

epidemic.

For each one of the eight intervals that we take with different infection conditions of

COVID-19 (Fig 6), we calculate the mean and the standard deviation for each parameter. Note

in the Table 4 the means of the incubation and the recuperation rates are negative when as the

number of infected as of recovered population decrease, that is, on the intervals [177, 205),

Fig 18. Estimated populations under the Model 3 for smoothed COVID-19 Bogota data using the estimators

given by β̂ j, υ̂ j and γ̂ j given by 27, 26 and 23, respectively.

https://doi.org/10.1371/journal.pone.0285624.g018
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[312, 330) and [330, 363). For the rest of the intervals, all the parameters are positive, even

when only the infected population decreases as happens on the interval [150, 177) (see Fig 6).

In some papers as [27–31] are considered the parameters as functions depending on the

time. We can think β, υ and γ as functions, whose graphs for COVID-19 data from Bogota is

showed in the Fig 20. We also could interpret β, υ and γ under the focus of time series, estimat-

ing the corresponding parameters using the data given by βj, υj and γj calculated respectively

by 27, 26 and 23. In the Fig 20, we also graph the smoothed functions of βj, υj and γj using the

function frfast in R.

Under the values of βj, υj and γj it is not possible to model β, υ and γ as random variables

since the βj, υj and γj are not independent since the parameters depend on the number on the

infected and recovered people on the previous days. In the Fig 21 we graph the basic reproduc-

tion number by data update estimation, R̂0j
¼

û jb̂ jL

mðû jþmÞðĝ jþmÞ
, (see [44]) for each day, where b̂ j, û j

and ĝ j given by 27, 26 and 23, respectively. In the same figure we also show the corresponding

smoothing using the function frfast in R. Similarly that for β, υ and γ estimate by data

update, we also we think under this focus that R0 is a time series or a function depending on

the time, but not a random variable.

Fig 19. A update data susceptible estimation based on NðtjÞ � Ě ðtjÞ � Ǐ ðtjÞ � ŘðtjÞ with Ě ðtjÞ, Ǐ ðtjÞ and ŘðtjÞ
given by the update data method of estimation for E(tj), I(tj) and R(tj), respectively.

https://doi.org/10.1371/journal.pone.0285624.g019

Table 4. Mean and standard deviation of the values of β̂ j, υ̂ j and γ̂ j given by 27, 26 and 23, respectively, for each period of time of the Fig 6.

Period

ðτsÞ

Mean of β̂ j SD of β̂ j
Mean of υ̂ j SD of υ̂ j Mean of γ̂j SD of γ̂ j

[1,150) 2.382e-06 6.666e-06 2.208e-04 2.756e-04 2.313e-02 2.222e-02

[150,177) 3.276e-08 3.003e-09 4.669e-06 2.996e-04 9.426e-03 9.603e-03

[177,205) 5.816e-08 9.896e-09 -2.669e-04 1.233e-04 -1.859e-02 4.833e-03

[205,270) 6.644e-08 4.498e-09 1.230e-04 1.539e-04 2.942e-03 1.131e-02

[270,312) 3.500e-08 1.002e-08 6.441e-04 2.076e-04 1.770e-02 1.749e-03

[312,330) 2.382e-08 3.285e-09 -5.584e-04 3.532e-04 -5.225e-03 1.503e-02

[330,363) 1.062e-07 4.868e-08 -6.097e-04 3.689e-04 -7.177e-02 2.921e-02

[363,385) 1.395e-07 3.025e-08 2.774e-04 2.279e-04 7.101e-03 8.571e-03

https://doi.org/10.1371/journal.pone.0285624.t004
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In the Table 5 we calculate the mean and the standard deviation of the data update estima-

tion of the basic reproduction number and for the corresponding smoothing. Interpreting the

basic reproduction number ([45]), we conclude that the COVID-19 has been contagious high

in Bogota, even when the number of infected population has decreased. The conditions for

fewer infections are when the number of infected populations decreases and the recovered

increases (interval [150, 177)).

• “If, R0 < 1 then on average an infected individual produces less than one new infected individ-
ual throughout its infectious period, and the infection cannot grow” [45],

• “If R0 > 1 then each infected individual produces, on average, more than one new infection,
and the disease can invade the population” [45],

Fig 20. Graphs of β̂ j, υ̂ j and γ̂ j given by 27, 26 and 23, respectively, with respect to the time for smoothed COVID-

19 data from Bogota.

https://doi.org/10.1371/journal.pone.0285624.g020

Fig 21. Graphs of the estimated basic reproduction number, R̂0j
¼

υ̂ j β̂ jL

μðυ̂ jþμÞðγ̂ jþμÞ, with β̂ j, υ̂ j and γ̂ j given by 27, 26

and 23, respectively. R̂0j is graphed with respect to the time for smoothed COVID-19 data from Bogota.

https://doi.org/10.1371/journal.pone.0285624.g021
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For interpreting the basic reproduction number, we can establish that the COVID-19 has

invaded the population, and produced a state of endemicity in Bogota. If the infection condi-

tions continue as in the period [363, 385), the epidemic could invade the population; unless

control and mitigation measures like vaccination and isolation are applied. Actually, in Bogota,

55.2% of the population has been vaccinated according to Secretarı́a de Salud de Bogota data

[46], what it would hope that R0 < 1, if it is calculated for the data from august 24th/2021 to

October 13rd/2021. On the other hand, in Table 5 can be seen that there is significant variabil-

ity of R̂0 in particular for the first period, which means that the infection conditions can

change considerably between one day and another.

SEIR model with random perturbations and its estimation

The above SIR and SEIR models are deterministic. However, epidemics tend to occur in cycles

of outbreaks due to variations in the infection rate mainly related to certain external factors,

such as people’s social activities and climatic fluctuations. The climatic variations can affect the

infection rate β. According to [47], “many pathogens causing needle diseases are sensitive to

precipitation and humidity, and their rates of reproduction, spread, and infection are greater

when conditions are moist”. More recently reported, including media about the evidence of

the mechanism by which climate change could have played a direct role in the emergence of

SARs-CoV-2 [48–52]. Actually, [53] suggests that the climatology parameters could potentially

affect the spread of the COVID-19. On the other hand, in [16] is highlight that the determin-

istic models “do not involve the variability of the sources of the information nor the possible
errors and biases”, therefore, we model also the infection rate randomly. Some studies as [54–

56] use the Brownian motion to model spatial-temporally as the temperature and weather vari-

ations affect the pollen dynamic, and the infection rate on epidemic; using equations similarly

to 29 to some model parameters. This was applied even on partial differential systems. We con-

sider the infection rate as a stochastic parameter (through random perturbations) and equa-

tion is given by

~b :¼ bþ sBðtÞ; ð29Þ

Where β and σ are positive constants, and {B(t)}t�0 is the standard Brownian motion on the

probability space O;I;P;ð Þ which is driving the fluctuations in the dynamics of the epidemic.

As we know that dB(t) is the increment of the standard Brownian motion and is normally dis-

tributed. Also, the parameter β is the rate of transmission of infection, and σ is the volatility

Table 5. Mean and standard deviation of update data estimations of the basic reproduction number, R̂0j
¼

υ̂ j β̂ jL

μðυ̂ jþμÞðγ̂ jþμÞ (with β̂ j, υ̂ j and γ̂ j given by 27, 26 and 23,

respectively) for smoothed COVID-19 data from Bogota in the eight intervals considered in the Fig 6.

Period

ðτsÞ

Mean of R̂0j
SD of R̂0j

Mean of

smoothed R̂0j

SD of

smoothed R̂0j

[1,150) 18.353 150.219 19.318 22.827

[150,177) 1.267 23.723 -2.726 0.299

[177,205) 5.834 3.851 -0.942 0.764

[205,270) 5.122 13.458 3.879 2.014

[270,312) 4.133 1.591 8.249 0.587

[312,330) 1.417 13.168 9.019 0.017

[330,363) 5.848 10.689 8.806 0.097

[363,385) 16.710 13.879 9.761 0.904

https://doi.org/10.1371/journal.pone.0285624.t005
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parameter which describes the amount of uncertainty of the parameter β. Now, we replace βdt
by βdt + σdB(t) in the system 1, we now propose the following system of stochastic differential

equations for the SEIR model with random perturbations, whose system is the Eq 30.

dSðtÞ ¼ L � bIðtÞSðtÞ � mS tð Þð Þdt � sIðtÞSðtÞdB tð Þ

dEðtÞ ¼ bIðtÞSðtÞ � uE tð Þ � mE tð Þð Þdt þ sIðtÞSðtÞdB tð Þ

dIðtÞ ¼ uE tð Þ � gIðtÞ � mI tð Þð Þdt

dRðtÞ ¼ gIðtÞ � mR tð Þð Þdt;

ð30Þ

Our model considers environmental variations and social behaviors in the infection rate,

inside of a Brownian motion with a volatility parameter. In [57] such variations are modeled

by the Eq 29. One weakness of modeling infection rate by using random perturbations is that

to big values of volatility parameter, it will have big values for E(t) or I(t), therefore we expect

small values when we implement it to real data. In the next subsection 1, an estimator of σ by

minimizing the sum of ordinary squares and using the estimators of the susceptible and

exposed population given by 11.

Estimation of volatility parameter

We can approximate the populations under the SEIR model with random perturbations by

using the approximations given by the Euler-Maruyama method [36]:

~SðtjÞ ¼ Sðtj� 1Þ þ ½L � bSðtj� 1ÞIðtj� 1Þ � mSðtj� 1Þ�ðtj � tj� 1Þ � sSðtj� 1ÞIðtj� 1Þ

�ðBðtjÞ � Bðtj� 1ÞÞ ¼ ŜðtjÞ � sSðtj� 1ÞIðtj� 1ÞðBðtjÞ � Bðtj� 1ÞÞ

~EðtjÞ ¼ Eðtj� 1Þ þ ½bSðtj� 1ÞIðtj� 1Þ � ðuþ mÞEðtj� 1Þ�ðtj � tj� 1Þ þ sSðtj� 1ÞIðtj� 1Þ

�ðBðtjÞ � Bðtj� 1ÞÞ ¼ ÊðtjÞ þ sSðtj� 1ÞIðtj� 1ÞðBðtjÞ � Bðtj� 1ÞÞ

~IðtjÞ ¼ Iðtj� 1Þ þ ½uEðtj� 1Þ � ðmþ gÞIðtj� 1Þ�ðtj � tj� 1Þ ¼ ÎðtjÞ

~RðtjÞ ¼ Rðtj� 1Þ þ ½gIðtj� 1Þ � mRðtj� 1Þ�ðtj � tj� 1Þ ¼ R̂ðtjÞ;

ð31Þ

where Ŝ tj
� �

, Ê tj
� �

, Î tj
� �

and R̂ tj
� �

are the solutions of the deterministic system 30, in this

case, approximated by Euler Method. We want to find the value of σ such as X is minimum,

where X is

X ¼
Xn

j¼0

��
~SðtjÞ � SðtjÞ

�2

þ
�

~EðtjÞ � EðtjÞ
�2

þ
�

~IðtjÞ � IðtjÞ
�2

þ
�

~RðtjÞ � RðtjÞ
�2
�

: ð32Þ

As we do not have the data S(tj) and E(tj), we take SðtjÞ � S̆ðtjÞ and EðtjÞ � ĔðtjÞ, values cal-

culated using Λ, υ, μ, I(tj) and R(tj). For finding the minimum σ, we find @X/@σ given by

@X
@s
¼ � 2

Pnþ1

j¼1
ðŜðtjÞ � sS̆ðtj� 1ÞIðtj� 1Þ4Bj

� S̆ðtjÞÞS̆ðtj� 1ÞIðtj� 1Þ4Bj

þ2
Pnþ1

j¼1
ðÊðtjÞ þ sS̆ðtj� 1ÞIðtj� 1Þ4Bj

� ĔðtjÞÞS̆ðtj� 1ÞIðtj� 1Þ4Bj
¼ 0;

ð33Þ
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taking4t = tj − tj−1 and4Bj
¼ BðtjÞ � Bðtj� 1Þ for all j = 1, . . ., n. We have that

2s
Pnþ1

j¼1
S̆2ðtj� 1ÞI2ðtj� 1Þ4

2

Bj
¼

Pnþ1

j¼1
ðŜðtjÞ � S̆ðtjÞÞS̆ðtj� 1ÞIðtj� 1Þ4Bj

þ
Pnþ1

j¼1
ðĔðtjÞ � ÊðtjÞÞS̆ðtj� 1ÞIðtj� 1Þ4Bj

;

ð34Þ

for4B 6¼ 0. Therefore, the estimator of σ is equal to

ŝ ¼

Pnþ1

j¼1
ðŜðtjÞ � S̆ðtjÞ þ ĔðtjÞ � ÊðtjÞÞS̆ðtj� 1ÞIðtj� 1Þ4Bj

2
Pnþ1

j¼1
S̆2ðtj� 1ÞI2ðtj� 1Þ4

2

Bj

; ð35Þ

where4Bj
can be a random number generated of a distribution N(0,4t). We have that

@2X=@s2 ¼ 4
Pnþ1

j¼1
S̆2ðtj� 1ÞI2ðtj� 1Þ4

2
Bj
> 0, therefore ŝ does Xminimum. However, the values

of4Bj
values can significantly change which is why we will take4Bj

� �x where �x is the mean

of 10,000 random values of a distribution N(0,4t).
Worth noting that initially, we do not know the values of β and γ. Therefore these are esti-

mated using the Eqs 15 and 17, respectively. There by ŜðtjÞ, ÊðtjÞ, ÎðtjÞ and R̂ðtjÞ are the solu-

tions of the system 1 with b � b̂ and g � ĝ, which we establish using the function ode from

deSolve package in R.

Before estimating the parameters, we suggest smoothing the values of I(tj) and R(tj) (com-

paring Figs 11 and 12), which we do for the simulated data in the steps 1 and 2. With it, we

have reasonable values of S̆ðtjÞ and ĔðtjÞ (Eq 11) to calculate ŝ. We use from day 7 to the last

day for estimating σ due to ĔðtjÞ≉EðtjÞ (Fig 10). In the Fig 22 we graph five paths for ~S tj
� �

,

~E tj
� �

, ~I tj
� �

and ~R tj
� �

(Eq 31) join the data simulated in the steps 1 and 2, S̆ðtjÞ and ĔðtjÞ cal-

culated of the smoothed simulated data. We obtained ŝ ¼ 0:07527228, which implies a great

variability between the paths as can be observed in Fig 22.

On the Eq 31 the values of ŜðtjÞ, ÊðtjÞ, ÎðtjÞ and R̂ðtjÞ are the solutions of the deterministic

system 1 for COVID-19 data from Bogota. Given that we had a bad approximation by

Fig 22. Five paths of the system 31 (Stochastic paths) with Λ = 4, υ = 0.1, μ = 0.2, β̂, γ̂ and σ̂ (using 15, 17 and 35)

calculated for the smoothed simulated data in the steps 1 and 2, S̆ðtjÞ and ĔðtjÞ. In this figure also are graphed the

solution of the deterministic system 1 (Deterministic solution) with Λ, υ and μ, β, and γ previously given and the

simulated data in the steps 1 and 2 (Infected and Recovered data), S̆ðtjÞ (Estimated susceptible) and ĔðtjÞ (Estimated

exposed). S̆ðtjÞ and ĔðtjÞ are calculated for the smoothed simulated data.

https://doi.org/10.1371/journal.pone.0285624.g022
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estimating using least squares (Table 3), we decided to take ŜðtjÞ, ÊðtjÞ, ÎðtjÞ and R̂ðtjÞ by

SðtjÞ ¼ NðtjÞ �
_EðtjÞ �

_IðtjÞ �
_RðtjÞ; EðtjÞ ¼

_EðtjÞ; IðtjÞ ¼
_IðtjÞ and RðtjÞ ¼

_RðtjÞ; ð36Þ

These are the updated data estimations graphed in Fig 18, except for SðtjÞ whose estima-

tions are not good using this approach (see Fig 18). It is important to say that SðtjÞ, EðtjÞ, IðtjÞ
and RðtjÞ are calculated from υ = 1/5.2, μ = 4/1000, Λ = 73660 and smoothed infected and

recovered COVID-19 data (which we note as I(tj) and R(tj), respectively). Thus we estimate the

volatility parameter as

ŝ ¼

Pnþ1

j¼1
ðSðtjÞ � S̆ðtjÞ þ ĔðtjÞ � EðtjÞÞS̆ðtj� 1ÞIðtj� 1Þ4Bj

2
Pnþ1

j¼1
S̆2ðtj� 1ÞI2ðtj� 1Þ4

2
Bj

¼ 6:756712� 10� 23

Which is negligible by being too near to zero. This is why SðtjÞ;EðtjÞ are practically equal to

S̆ðtjÞ; ĔðtjÞ, respectively (see Figs 18 and 19). For this reason, we take ŜðtjÞ, ÊðtjÞ, ÎðtjÞ and

R̂ðtjÞ, respectively by
_SðtjÞ,

_EðtjÞ,
_IðtjÞ and

_RðtjÞ defined as in the Eq 28. We have ŝ given by

ŝ ¼

Pnþ1

j¼1

�
_SðtjÞ � S̆ðtjÞ þ ĔðtjÞ �

_EðtjÞ
�
S̆ðtj� 1ÞIðtj� 1Þ4Bj

2
Pnþ1

j¼1
S̆2ðtj� 1ÞI2ðtj� 1Þ4

2

Bj

¼ 7:193334� 10� 7 ð37Þ

In Fig 23, we graph the solutions for the susceptible and exposed population given by SðtjÞ

and
_EðtjÞ defined as in the Eq 28, join with the stochastic paths under the stochastic model 4

(system 38). Note that we take SðtjÞ instead of
_SðtjÞ due to with

_SðtjÞ there is not a good fit of

S̆ðtjÞ (upper left Fig 18). In the Fig 23 the maximum error of prediction, taking the distance

between the estimated susceptible population given by S̆ðtjÞ and the paths of the stochastic sys-

tem 38, for the susceptible population is approximately 77,794, and the maximum prediction

Fig 23. Five paths of the system 38 for susceptible and exposed population. We take Λ = 73660, μ = 0.004, b̂ j, û j and

ĝ j and ŝ (using 27, 26, 23 and 37) calculated for the smoothed COVID-19 data from Bogota, S̆ðtjÞ and ĔðtjÞ. S̆ðtjÞ and

ĔðtjÞ are calculated for the smoothed data.

https://doi.org/10.1371/journal.pone.0285624.g023
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error for the exposed population is approximately 60,153.

Model 4 :

~SðtjÞ ¼ SðtjÞ � ŝ S̆ðtj� 1ÞIðtj� 1ÞðBðtjÞ � Bðtj� 1ÞÞ

~EðtjÞ ¼
_EðtjÞ þ ŝ S̆ðtj� 1ÞIðtj� 1ÞðBðtjÞ � Bðtj� 1ÞÞ

~IðtjÞ ¼
_IðtjÞ; ~RðtjÞ ¼

_RðtjÞ:

ð38Þ

In the equation, 38, we have a deterministic graph for the infected and recovered popula-

tion. So, there is no error prediction. In this way, we propose taking ~IðtjÞ ¼ NðtjÞ � ~SðtjÞ �
~EðtjÞ � ~RðtjÞ and ~RðtjÞ ¼ NðtjÞ � ~SðtjÞ � ~EðtjÞ � ~IðtjÞ for having that error, whose paths graph

in the Fig 24. Maximum error of prediction for the infected population for the infected popula-

tion is approximately 502, and the maximum prediction error for the recovered population is

the same. In this case, the distance between the smoothed infected COVID-19 data from

Bogota and the paths of NðtjÞ � ~SðtjÞ � ~EðtjÞ � ~RðtjÞ with ~SðtjÞ � ~EðtjÞ from the system 38

We study the homoscedasticity according to the graphs of fitted values of the populations

concerning the residuals, which correspond to the Fig 25. We do a residual analysis under the

regression focus using the model given by the system 39. In Fig 25, we have heteroscedasticity

for all the populations under the regression model provided by the system 39, where it is

assumed that the residuals for each population are independent.

S̆ðtjÞ ¼
_SðtjÞ þ �s; �s � Nð0; s2

s Þ

ĔðtjÞ ¼
_EðtjÞ þ �e; �e � Nð0; s2

eÞ

IðtjÞ ¼ ~IðtjÞ þ �i; �i � Nð0; s2
i Þ

RðtjÞ ¼ ~RðtjÞ þ �r; �r � Nð0; s2
r Þ

ð39Þ

Table 6 shows the p-values obtained for the Shapiro-Wilks test for normality for all the

residuals given the paths under the model 39. Note that all the p-values are more significant

than 0.05, so we conclude with a confidence of 95% that the residuals do not present normal

distribution.

Conclusions

This paper proposes estimation methods using a data update approach for the COVID-19 data

in Bogota. Our methods of estimation based on recovered as infected data: (1) a method based

on the likelihood function with variance given by the Eq 6 (model 2); (2) a method based on

ordinary least squares on the infected and recovered data given by the Eq 7; and (3) a data

update method based on the recovered, infected and exposed data; given by the Eqs 23, 26 and

27 (model 3). Method (1) has the issue that other populations can be overestimated. In con-

trast, the other methods base their estimation on first approximating the susceptible and

exposed population using some known parameters, which are Λ, μ, and υ. In particular,

method (1) could be convenient for the initial phase of increasing the disease; and when there
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is not enough knowledge about, for instance, how fast the epidemic spreads. However, their

estimators may change significantly by small changes in the initial conditions. Method (2)

does not always fit the data, and depending on the known parameters, this method may pres-

ent a different scale in their solutions. It is worth noting that although model (2) has a good fit,

we consider that the model methodology may not determine the exceeded cases.

The proposed models capture the data from Bogotá city well. However, it is potentially lim-

ited by the lack of prevalence data corresponding to the registration in individuals who present

specific variants of the disease over a period of time, including susceptible, exposed, and vacci-

nated sub-populations, and also data of asymptomatic infected. Also, we have not considered

age-structured models in social behaviors and transmission rates. We create the data update

approach for a good fit. Under the update data method, we can think of the parameters as

functions depending on the time or a time-series model of the ARIMA process. However, the

Fig 25. Fitted values for each population concerning the residuals according to the model 39.

https://doi.org/10.1371/journal.pone.0285624.g025

Fig 24. Five paths of ~I ðtjÞ ¼ NðtjÞ � ~SðtjÞ � ~EðtjÞ � ~RðtjÞ and ~RðtjÞ ¼ NðtjÞ � ~SðtjÞ � ~EðtjÞ � ~I ðtjÞ with ~SðtjÞ and

~EðtjÞ from the system 38 for infected and recovered population. We take Λ = 73660, μ = 0.004, b̂ j, û j and ĝ j and ŝ

(using 27, 26, 23 and 37) calculated for the smoothed COVID-19 data from Bogota, S̆ðtjÞ and ĔðtjÞ. S̆ðtjÞ and ĔðtjÞ are

calculated for the smoothed data.

https://doi.org/10.1371/journal.pone.0285624.g024

Table 6. p-values for each one of the paths under the model 39 under the Shapiro-Wilks test for normality.

Population c p-value for the 1st path c p-value for the 2nd path c p-value for the 3rd path c p-value for the 4th path c p-value for the 5th path

Susceptible 1.892e-13 6.565e-15 1.624e-14 6.224e-18 1.671e-14

Exposed 1.789e-13 6.259e-15 1.631e-14 5.988e-18 1.739e-14

Infected 2.207e-24 2.207e-24 2.207e-24 2.207e-24 2.207e-24

Recovered 6.344e-18 6.344e-18 6.344e-18 6.344e-18 6.344e-18

https://doi.org/10.1371/journal.pone.0285624.t006
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parameter υmust be newly estimated under this. We concluded that the best method for fitting

an epidemic mathematical model to infected and recovered COVID-19 data from Bogota, D.

C. is by using the model 3 and taking the susceptible population as SðtjÞ. If we wished to make

trusted bands, we could estimate the parameters by the Eqs 23, 26 and 27 and approximate by

a time-series process for predicting the behavior of an epidemic based on the infected and

recovered data. This paper has established some methodologies of parameter estimation on

models based on ordinary differential systems and stochastic differential systems to one of the

simplest models: the SEIR model. In future research, we expect to develop the data update

approach to models with more compartments, including symptomatic, hospitalized, and dead

for the COVID population.
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