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Abstract

A significant correlation between financial news with stock market trends has been explored

extensively. However, very little research has been conducted for stock prediction models

that utilize news categories, weighted according to their relevance with the target stock. In

this paper, we show that prediction accuracy can be enhanced by incorporating weighted

news categories simultaneously into the prediction model. We suggest utilizing news cate-

gories associated with the structural hierarchy of the stock market: that is, news categories

for the market, sector, and stock-related news. In this context, Long Short-Term Memory

(LSTM) based Weighted and Categorized News Stock prediction model (WCN-LSTM) is

proposed. The model incorporates news categories with their learned weights simulta-

neously. To enhance the effectiveness, sophisticated features are integrated into WCN-

LSTM. These include, hybrid input, lexicon-based sentiment analysis, and deep learning to

impose sequential learning. Experiments have been performed for the case of the Pakistan

Stock Exchange (PSX) using different sentiment dictionaries and time steps. Accuracy and

F1-score are used to evaluate the prediction model. We have analyzed the WCN-LSTM

results thoroughly and identified that WCN-LSTM performs better than the baseline model.

Moreover, the sentiment lexicon HIV4 along with time steps 3 and 7, optimized the predic-

tion accuracy. We have conducted statistical analysis to quantitatively assess our findings.

A qualitative comparison of WCN-LSTM with existing prediction models is also presented to

highlight its superiority and novelty over its counterparts.

1. Introduction

News analysis could play a significant role in the prediction of stock trends due to the fact that

the stock market is heavily influenced by market-related news [1]. News analysis with deep

insight could generate significant benefits by improving stock prediction performance. In

recent years, stock related news is analysed from different perspectives but there is still much

room to mine information from financial news repository. However, the task of news analysis

is challenging due to many factors.

First and foremost, proper categorization of financial news is important so that news can be

assessed precisely in its area of influence. For instance, Schumaker and Chen partitioned
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financial news articles into two news groups related to similar industries and sectors and

found that sector-based grouping enhanced prediction model’s performance [2]. Inspecting

the significance of using multiple and simultaneous news groups in predicting stock trends

has been a research-oriented task in the context of news analysis as well. Shynkevich, et al. [3]

have shown improvement in prediction accuracy by concurrent and appropriately weighted

incorporation of news groups into the prediction model. Hence, news groups should be identi-

fied according to their area of influence. Furthermore, there should be a way to identify the

optimized weights for the impact of each news group. And finally, an efficient machine learn-

ing approach should be investigated that simultaneously incorporates these categorized and

weighted information in order to improve prediction performance.

Selecting an efficient way to extract information from news and representing it in machine-

readable format is another research-oriented task. Textual analytics deals with text processing

to extract significant information [4]. Sentiment analysis is a form of text analytics that mea-

sures the polarity of text. It is a way to identify the meaning of the text in terms of how positive

or negative it is [5]. A few researchers have also used sentiment analysis for stock prediction

[6, 7]. Sentiment dictionaries play a vital role in measuring sentiment scores. These dictionar-

ies can be general or specific for a domain, like Harvard IV (HIV4) and Loughran and

McDonald (LM) are used as general and specific domain dictionaries. So there is a need for

comparative analysis between different sentiment lexicons to achieve optimized prediction

performance.

Most of the earlier work rely only on the input data at time point t to predict stock trend at

time point t+1. Recently, many studies adopted the stock prediction problem as a sequence

learning problem where the input to the prediction model is a sequence of input at successive

time points [8–10]. But there is little work that investigates the effectiveness of multiple input

sequence length in quest of enhancing prediction performance. Moreover, adopting an effi-

cient machine learning model that could efficiently maintain memory across long sequences

to improve prediction accuracy is important to implement sequence learning.

Our research objective is motivated by the above mentioned opportunities and challenges

in the quest of enhancing the performance of news sensitive stock prediction model.

1.1 Research objectives

In order to improve the performance of news sensitive stock trend prediction, we have identi-

fied the following objectives of our research:

1. To propose and evaluate an extensive model, which can cater complexities of the hybrid

input dataset in order to extract significant information.

2. To incorporate the filtered news groups into the prediction model simultaneously with

their learned weight.

3. To effectively identify sentiments of news to predict the stock trend.

4. To adopt sequence learning in stock prediction to utilize historical sequence information.

The above research objectives lead towards the proposal of a Long Short-Term Memory

(LSTM) based Weighted and Categorized News (WCN-LSTM) stock prediction model.

WCN-LSTM integrates state of the art features. The proposed model utilizes hybrid input. It

allows the incorporation of multiple weighted news groups simultaneously into the prediction

model. WCN-LSTM performs feature extraction from news using lexicon-based sentiment

analysis. It uses the LSTM layer to process sequential input data. The implementation of

WCN-LSTM causes to raise the following empirical research questions.
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1.2 Research questions

RQ1: Does news categorization give more insight into understanding news impact on the

stock market in turn improving prediction accuracy?

RQ2: Do different news categories have different weights of their impact on the stock mar-

ket to significantly enhance prediction performance?

RQ3: How to identify the optimized value of weights for categorized news impact?

RQ4: Which sentiment dictionary improves WCN-LSTM performance significantly? gen-

eral or domain specific?

RQ5: What should be the optimized time step value of the input sequence for WCN-LSTM

to predict the trend of the next day for a stock?

1.3 Contributions

We have proposed a new stock prediction model. Moreover, to demonstrate the significance

of the proposed model in improving stock prediction accuracy our contributions are given

below:

1. We have selected Pakistan Stock Exchange (PSX) in order to perform experiments. Stock

prices are downloaded from the website of PSX Stock for the period of January 2006 to

August 2018. News headlines are scraped from a newspaper (The News) archive along with

the publishing date. News headlines are categorized using an unsupervised classification

technique suggested by Usmani and Shamsi [11].

2. We have implemented our proposed stock prediction model, WCN-LSTM. Moreover, to

perform a quantitative analysis, we have also implemented a baseline model proposed by Li,

et al. [8].

3. We have performed extensive experiments by utilizing different sentiment lexicons and

varying input sequence lengths, to reveal significant findings for the case of PSX.

4. We have adopted Wilcoxon signed-rank test to perform statistical analysis for all experi-

mental scenarios (see section 6.2).

5. We have also presented a qualitative analysis between WCN-LSTM and existing stock pre-

diction models to show the significance and novelty of our proposed model (see Fig 13).

For evaluation, we have adopted accuracy and F1-score as metrics. We have observed that

our proposed approach performs better than the baseline approach by combining the impact

of news categories according to their learned weights. The empirical research questions are

answered by employing empirical and statistical evidence in the last section of the paper. The

paper is organized as follows. Section 2 discusses the literature review. The proposed approach

is discussed in section 3. The dataset description along with input preparation is presented in

section 4. The experimental setup and results are discussed in sections 5 and 6, respectively.

Finally, section 7 concludes this research along with future work. The organization of the

paper is shown in Fig 1.

2. Related work

News sensitive stock trend prediction is addressed in the literature mostly by using stock price

data along with the news. Moreover, technical indicators are also used frequently which are

derived from stock price data. In [12], the authors discussed the importance of hybrid infor-

mation extracted from stock price time series and news to improve prediction performance. A

few researchers have shown the significance of incorporating hybrid information into the
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prediction model in terms of accuracy [13–15]. Moreover, it has also been shown that deep

learning architectures improve feature representations [16] and prediction performance [17]

in the financial domain. In this section, literature related to stock prediction is discussed briefly

from the perspective of news categorization, sentiment analysis, and sequence learning.

2.1 Stock prediction using categorized financial news

Mostly stock prediction deals with only one news category which influences the stock market.

In literature, only few authors addressed the significance of incorporating categorized news in

the prediction model. In [13], authors employed SVM for prediction and incorporated general

market and company specific news along with technical indicators. They showed that predic-

tion performance and system profitability were enhanced by taking in multiple news catego-

ries and technical indicators. However, they considered the news impact on the market for

only 24 hours of its release. Although there could be some news that has long-term impact like

news about government policies for the financial market.

There are different industry classification standards to group companies with a similar out-

put to take the advantage of investigating their group effect. Global Industry Classification

Standard (GICS) is one of the industry classification standards and employs four level hierar-

chy of Sector, Industry Group, Industry and Sub-Sector [2, 3].

Schumaker and Chen [2] employed GICS to partition news articles according to their rele-

vance to sector, industry, subindustry, etc. They have used these news groups to identify their

effect on stock prediction performance. They have found that prediction performance varies

Fig 1. Paper organization.

https://doi.org/10.1371/journal.pone.0282234.g001
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for different news group. However, they have used only one news group at a time to investigate

its effect on prediction performance. For instance, the whole news dataset, sector-related news

group, industry related news group etc. are incorporated in prediction model and they found

that sector-related news group performed better among all news groups. Moreover, they

employed Support Vector Regression (SVR) machine learning algorithm for prediction. Fur-

thermore, news groups have not been incorporated simultaneously into the prediction model

that is, the combined impact of all news groups has not been investigated in their work.

In [3], authors adapted this approach by incorporating all identified news groups simulta-

neously in the prediction model. They showed how properly weighted news articles with dif-

ferent degrees of relevance with stock prices used simultaneously can improve prediction

performance significantly. They used the Multiple kernel learning (MKL) approaches for stock

prediction by integrating the information coming from the prediction using a separate kernel

for each news group. They have used newsgroups based on GICS standard which has some

lacking in finding group of relevant articles.

In [18], the authors claimed that heterogeneity exists in GISC that limits the relevant find-

ing regarding stock prediction. They proposed a model that searches for a group of companies

with high relevance. They showed that the proposed model outperforms GISC system based

prediction. However, these newsgroups are not belonging to the structural hierarchy of the

stock market and their degree of relevance has not been learned ae well.

2.2 Stock prediction using sentiment analysis

Stock market-related news not only states the current market status but also has an impact on

market volatility. There is a lot of work exists where market-related textual data is mined to

extract sentiments about the financial market. There are two major ways to perform sentiment

analysis: classification algorithm based and sentiment lexicon-based.

In the classification algorithm based approach labeled data is used to train the algorithm.

Jiawei and Murata [6] used training data with positive and negative sentiment labels. LSTM is

adopted for sentiment analysis and trend prediction. Multiple news articles at day t form an

input sequence and are passed into the sentiment analysis module to generate a sentiment

label at day t. Technical indicators after dimensionality reduction are passed along with senti-

ment labels into the trend prediction module. This module predicts the average trend of the

next three days from day t and achieves 66.32% accuracy. Although they have proved the effec-

tiveness of sentiment analysis by improving prediction performance, they have not utilized the

strength of the LSTM model by passing input data of succeeding days. Carosia, et al. [7] per-

formed tweets sentiment analysis using Multi-Layer Perceptron (MLP) for Brazilian stock

market. Tweet sentiments are investigated using an absolute number of tweets, weighted

tweets sentiments by favorites, and weighted tweets sentiments by retweets. Comparative anal-

ysis showed that MLP outperformed other machine learning models. They have considered

only tweets sentiments as input data for market movement prediction which raises questions

on prediction accuracy. Because there may be tweets about past moves and users may use mul-

tiple accounts for the same tweets.

Sentiment analysis can also be approached by using sentiment lexicons. These lexicons are

created manually using rules and vocabulary [19, 20]. These manually created lexicons are

small in size in turn limited the performance of prediction algorithms. In order to increase the

size of sentiment lexicons, semi-automated approaches are proposed in the literature where

manually created small-sized lexicons are used as seeds for automated approaches [21]. For

instance, SentiWordNet 3.0 [22] and SenticNet 5 [23] are semi-automatically created senti-

ment lexicons. Sentiment lexicons are general and for a specific domain. For instance, Vader
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[19] and Harvard IV (HIV4) are general sentiment lexicons while LM is specific for the finan-

cial domain.

Li, et al. [24] adopted HIV4 and LM sentiment lexicons to generate news sentiment scores.

They also used stock price data along with sentiment scores. Support Vector Machine (SVM)

is used for making stock trend predictions. They have shown that sentiment scores enhanced

prediction accuracy as compared to the Bag of Words (BoW) feature representation. However,

the difference between the prediction accuracy of HIV4 and LM was insignificant. Although, it

is mentioned that there are two groups of market-related and stock-related news. But they

have not captured their impact separately so that deep insight could be explored.

Picasso, et al. [25] used technical indicators and news sentiment as input. They adopted a

feed-forward neural network for stock trend prediction. News sentiment analysis is performed

using LM and AffectiveSpace 2. They have examined the effectiveness of different feature sets.

However, they have used a small-sized dataset not enough for comparative analysis.

Li, et al. [8] used four different manuals and semi-automatically created sentiment lexicons.

They performed stock trend prediction for Hong Kong Stock Exchange. The proposed LSTM

based stock prediction model incorporates stock prices, technical indicators, and news senti-

ment scores. They showed that hybrid input enhanced prediction accuracy. Moreover, senti-

ment lexicon specific for the financial domain performed better than other sentiment lexicon-

based prediction performances. They have used LSTM layers in prediction model and incor-

porated sequential input data. But experiment to investigate the optimized time step for the

input sequence was missing.

2.3 Stock prediction as a sequence learning problem

The problem of stock prediction is always challenging for the research community due to its

high volatility. However, recent development in deep learning models opens new ways to

tackle this type of data from different perspectives. For instance, Convolutional Neural Net-

work (CNN), Recurrent Neural Network (RNN), LSTM, etc. are efficiently used in literature.

Ding, et al. [26] extracted event-based textual features from the news. They improved the

quality of extracted events using embedding and knowledge bases. They employed CNN for

prediction and showed that their proposed approach for event extraction enhanced prediction

accuracy. However, they have not taken advantage of stock price data along with textual fea-

tures for stock trend prediction.

Vargas, et al. [14] input hybrid information into a prediction model based on hybrid deep

learning approaches. Textual features are extracted using word and sentence embedding and

technical indicators are derived from stock price data. The prediction model is built by com-

bining CNN and LSTM layers and incorporating the previous day’s information in order to

predict the stock trend of the next day. They showed that prediction accuracy is improved

when technical indicators are also added to the input set along with the news titles. But they

have not combined observations from successive days to form an input sequence that can be

efficiently processed by LSTM.

Hu, et al. [9] incorporated hybrid information and utilized a hybrid deep learning model

for news-oriented stock trend prediction. They adopted Gated Recurrent Unit (GRU) for

sequential modeling. GRU is a variant of RNN. The authors [10], utilized stock price with a

news sentiment score. They showed that analyzing the lengthy input sequences can signifi-

cantly improve the accuracy of the LSTM based model. Li, et al. [8] input hybrid sequential

information into the LSTM based prediction model. Pokhrel, et al. [27] performed a compara-

tive study between CNN, LSTM, and GRU to predict closing price for Nepal Stock Exchange.

They used Root Mean Square Error (RMSE) as a performance evaluation metric while the
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input sequence comprises stock prices, macroeconomics data, technical indicators and senti-

ment scores of financial news. They found that LSTM performed better than CNN and GRU.

Li and Pan [28] used ensemble of LSTM and GRU deep learning models to learn from sequen-

tial data. They showed that ensemble learning significantly improves prediction performance.

However, the above review in the context of the sequence learning problem shows that the

optimized length of sequential data is not investigated for the problem under consideration.

Moreover, hybrid deep learning models should be adopted to effectively enhance prediction

performance.

In this discussion, we have found that previous approaches have recognized the significance

of hybrid information for stock prediction. News processing using sentiment analysis based

approaches have gained widespread interest in recent years because it allows to make faster

and accurate conclusions. In stock prediction, sentiment analysis is mostly adopted by employ-

ing sentiment lexicons. However, research is going on for enrichment in sentiment lexicons by

utilizing semi-automated and state of the art approaches.

News plays a vital role in stock prediction. Despite that, financial news categorization at a

more granular level according to the structural hierarchy in the stock market is not addressed

in the literature. Although, categorized news opens new perspectives to investigate news

impact more deeply.

By addressing the research gap and considering the state of the art techniques, we propose

an approach to predict the trend of the next day for target stock by employing information

from previous days. Our proposed approach utilizes hybrid information as model input,

employs sentiment analysis as a text mining technique, and incorporates categorized news

into the prediction model along with their learned weights. Consecutive input vectors are com-

bined to form a sequence according to a given time step and passed into the model. Moreover,

the proposed model adopts LSTM layers to perform sequential learning. The proposed

approach is discussed in the next section.

3. Proposed approach

We propose an LSTM based Weighted Categorized News (WCN-LSTM) stock trend predic-

tion model. The WCN-LSTM model utilizes input data from textual and numerical sources

and performs binary classification. It strengthens the prediction approach by using sequential

data along with weighted news sentiment scores for different news categories. The

WCN-LSTM is formulated as given below:

3.1 Problem statement

Given a stock s with close price, volume, technical indicators, market news sentiment score,

sector news sentiment score, and stock news sentiment score over a lookback window of n
days over the day range [t-n, t-1]. The stock trend for stock s from day t-1 to day t is defined as

in Eq 1:

Trend ¼
0; Close Pricet� 1 � Close Pricet

1; Close Pricet� 1 < Close Pricet

ð1Þ

(

We formulate the problem as in Eq 2:

Dense : ½fðLSTM : dseqÞg; faðLSTM : y1seqÞ; bðLSTM : y2seqÞ; gðLSTM : y3seqÞg�

! fTrendsg ð2Þ

Where

PLOS ONE WCN-LSTM Stock prediction model

PLOS ONE | https://doi.org/10.1371/journal.pone.0282234 March 7, 2023 7 / 27

https://doi.org/10.1371/journal.pone.0282234


δ = Stock close price, volume, and technical indicators

θ1 = Market-related news sentiment scores

θ2 = Sector-related news sentiment scores

θ3 = Stock-related news sentiment scores

α, β, and γ are weights for θ1, θ2, and θ3.

While

aþ bþ g ¼ 1 ð3Þ

Where

Trend = set of prediction labels

LSTM and Dense are neural network layers, used to predict stock trends.

The impact of financial news is equally important as the impact of stock price data in stock

trend prediction. In our scenario, we have categorized financial news into three news groups

according to the stock market structural hierarchy. Hence, there is a constraint that the total

weight of categorized financial news has to be considered as 1 and the weight of each news cat-

egory is learned through the training dataset. Eq 3 represents that sum of the total weights is

equal to 1.

3.2 Architecture of the WCN-LSTM prediction model

The architecture of the WCN-LSTM is comprised of multiple neural network layers. In

WCN-LSTM, each sequential input is passed to the LSTM layer. LSTM is a type of neural net-

work deals with sequential data where the next observation is dependent on previous observa-

tions in a sequence. It can support short-term as well as long-term dependencies in a sequence

by using its gating mechanism [5, 29]. In our scenario, the LSTM cell is adopted according to

the baseline approach proposed in [8] where the sigmoid activation function is replaced with

the hard sigmoid activation function.

The dropout layer tackles the issue of overfitting in the deep neural network which suffers

from this issue due to the small dataset for training. In our model, the dropout layer is added

after each LSTM layer so it probabilistically excludes some input vector and recurrent connec-

tions to LSTM [8]. The concatenate layer is responsible to concatenate the input vectors com-

ing from different tracks into an output vector.

The dense layer is a neural network layer that is connected deeply, which means each neu-

ron in the dense layer receives input from all neurons of its previous layer. The dense layer is

found to be the most commonly used layer in the models. In our WCN-LSTM, it is the last

layer and contains a sigmoid activation function which is specifically used for binary classifica-

tion problems.

We have combined all layers discussed above and presented our proposed prediction

model WCN-LSTM. The architecture of our proposed model is demonstrated in Fig 2.

4. Dataset description and input sequence formulation

WCN-LSTM utilizes the news and stock price dataset. This section describes datasets along

with the step of feature extraction and formulation of input sequences.

4.1 News dataset

There are two ways to perform text categorization, by adopting automatic classification algo-

rithms or manually assigning categories to each news. Classification algorithms required

enough amount of labelled data for training [30, 31].
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If there is no labelled data, manual effort is required to perform news categorization which

is a tiring job. There are approaches that reduce manual efforts by introducing the semi-auto-

matic way of text classification. These approaches manually define some domain related key-

words, extend the list of keywords using NLP techniques, and then utilize these keywords in

clustering methods [32, 33].

We are considering news headlines as textual input data rather than complete news articles

for text categorization. The authors Chen, et al. [34] suggested that news headlines contain less

noise and more valuable information than news bodies. In [14, 35, 36], news titles are sug-

gested to perform experiments.

Publically available news headlines are scrapped from 2006 to 2018 and then arranged into

three different groups. In order to categorize financial news headlines according to their area

Fig 2. Architecture of the LSTM based Weighted Categorized News (WCN-LSTM) prediction model.

https://doi.org/10.1371/journal.pone.0282234.g002
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of influence, we considered the structural hierarchy of the stock market where the stock mar-

ket has multiple sectors and each sector has multiple stocks.

In [11], news headlines related to Pakistan Stock Exchange (PSX) are filtered and catego-

rized according to the structural hierarchy of the stock market using a proposed semi-auto-

matic approach. News headlines are divided into three news groups. The first group contains

news related to the whole stock market. The second group contains news related to the specific

sector and the third group holds news related to a specific stock. News headlines are aligned

with their publishing date. For any specific date, there might be news related to all three news

groups or maybe only for one or two news groups. In Table 1, all news groups and their

descriptions are given. PSX has many sectors but for this research work, a limited number of

leading sectors are considered. News headlines related to these sectors are labeled according to

the approach proposed in [11] for unlabeled data.

PSX or KSE-related news headlines belong to the first news group where news represents

whole stock market. While all selected sectors-related news belongs to the second news group.

Whereas, all active stocks in selected sectors belong to the third news group. In Table 2, all

news categories along with their number of filtered news headlines is illustrated.

4.1.1 Lexicon based sentiment scores. We have selected three lexicons to generate a senti-

ment score vector for news headlines. Vader and HIV4 are general purpose lexicons while LM

is specifically used in the financial domain.

4.1.2 Categorized news sentiment scores sequence. The sentiment score vector is gener-

ated for each news category. Market, sector, and stock news sentiment score vectors are termed

θ1, θ2, and θ3 respectively. Sequences for all three news categories vectors are generated

according to given n previous days for the day range [t-n, t-1] as:

y1seq� > fy1t� n; . . . . . . :; y1t� 2; y1t� 1g ð4Þ

y2seq� > fy2t� n; . . . . . . :; y2t� 2; y2t� 1g ð5Þ

y3seq� > fy3t� n; . . . . . . :; y3t� 2; y3t� 1g ð6Þ

Where n = lookback days

Eqs 4, 5, and 6 represent sequences of sentiment scores for the market, sector, and stock-

related news categories.

4.2 Stock price dataset

Stock price data contains different attributes like open price, close price, volume, etc., and is

aligned with the publishing date. We have selected close price and volume as input features.

Furthermore, the dataset is processed to derive some new attributes. We have to perform

binary classification to perform stock trend prediction. So the target variable trend is calculated

according to the Eq 1.

Table 1. News groups in the stock market.

News

Group

Description

Market

News

This group or category contains general news related to the overall stock market that is a news related

to PSX.

Sector News This group represents news categories related to the leading PSX sectors. For instance, Oil & Gas

sector, Textile sector, and Refinery sector, etc.

Stock News This group covers news categories related to active stocks in leading PSX sectors. For instance, PSO,

KEL, BYCO, HBL, etc.

https://doi.org/10.1371/journal.pone.0282234.t001
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4.2.1 Technical indcators. Technical indicators are data points derived from historic

stock prices and represent future price trends. They are significantly used in literature along

with other textual and numerical input data [8, 13, 25]. We have used ten technical indicators

suggested by Li, et al. [8]. The adopted indicators are shown in Table 3.

Table 2. Number of news headlines in news categories.

Market News headlines Sector News headlines Stock News headlines

Pakistan Stock Exchange 2616 Oil & Gas 1717 APL 8

BPL 0

HASCOL 17

HTL 0

MARI 26

OGDC 58

POL 297

PPL 149

PSO 340

SHEL 139

SNGP 1

SSGC 176

Textile 2692 GATM 16

NML 23

Technology & Communication 399 AVN 5

NETSOL 23

PAKD 1

PTC 326

SYS 2

TPL 20

TRG 11

Power Generation & Distribution 620 EPQL 5

HUBC 6

KAPCO 2

KEL 113

NPL 4

PKGP 1

Refinery 112 ATRL 4

BYCO 41

NRL 14

PRL 16

Commercial Banks 1155 ABL 39

AKBL 19

BAFL 94

HBL 171

MCB 176

NBP 330

SCBPL 58

SIILK 44

SNBL 33

UBL 173

https://doi.org/10.1371/journal.pone.0282234.t002
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4.2.2 Stock price and technical indicators sequence. Input vector δ contains stock close

price, volume, and ten different technical attributes. For the detail of technical indicators the

work of Li, et al. [8] is suggested.

Furthermore, this module is employed to generate an input sequence according to a given

number of time steps. Let’s say to predict the stock trend of day t, a sequence is generated from

price vector δ according to given n previous days for the day range [t-n, t-1] as:

d ¼ fClose Price; Volume; Technical indicatorsg ð7Þ

dseq� > fdt� n; . . . . . . :; dt� 2; dt� 1g ð8Þ

Where n = lookback days

Eqs 7 and 8 represent the input vectors and sequence containing the stock price and its

derived information.

5. Experimental setup

In this section, baseline model architecture, setup of both models along with hyper-parameter

tuning are presented. Moreover, prediction models are evaluated using performance measures.

For binary prediction problems, accuracy, precision, recall, and F1-score are commonly used

as evaluation metrics. We have selected accuracy and F1-score performance measures to evalu-

ate the prediction model’s performance.

5.1 Baseline model

We have adopted a baseline model from [8] for the binary prediction of stock trends. Financial

news is used to calculate sentiment scores without further categorization. Stock’s close price,

volume, and technical indicators are used along with news sentiment scores. The input

sequence generated from stock price data is the same as formulated in Eqs 4 and 5. The news

sentiment score vector is termed as θ and the sequence generated from news sentiment scores

is represented as in Eq 9:

yseq� > fyt� n; . . . . . . :; yt� 2; yt� 1g ð9Þ

In the baseline model, two sequences of stock price data and news sentiment scores are

passed as input into the model. Input sequences are passed into the concatenation layer where

both sequences are combined and observations in sequences are aligned according to publish-

ing date. Our WCN-LSTM model is adapted from the baseline model and detail related to the

Table 3. Technical indicators selected for stock trend prediction (Adopted from [8]).

Technical Indicator Description

MA10 10-day close price moving average

MA20 20-day close price moving average

MA30 30-day close price moving average

MACD (DIFF) The difference between EMA12 and EMA26

MACD (DEA) 9-day exponential moving average of DIFF

MACD Moving average convergence and divergence

RSI6 6-day relative strength index

RSI12 12-day relative strength index

RSI24 24-day relative strength index

MFI Money flow index

https://doi.org/10.1371/journal.pone.0282234.t003
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neural network layers have been discussed in section 3. The architecture of the baseline model

is demonstrated in Fig 3.

5.2 Prediction models’ setup

In order to evaluate the neural network based prediction model, we have selected binary cross-

entropy as a loss function in our binary classification problem. The neural network model’s

training is performed by an optimizer algorithm. we have selected Root mean square prop

(RMSProp), suggested by [37] for recurrent neural network. Learning rate is a critical hyper

parameter of an optimizer algorithm. It defines the step size of each iteration in optimization

algorithm while approaching the minima of loss function. Initially learning rate is set to 0.001.

Moreover, a learning rate deduction technique is employed to adjust it according to the change

of loss. After five consecutive epochs, if no change in loss, the learning rate is reduced to one

tenth of itself [8]. Batch size and the maximum number of epochs are set to 32 and 500 for

both prediction models.

Fig 3. Architecture of the baseline prediction model.

https://doi.org/10.1371/journal.pone.0282234.g003
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5.3 Prediction models’ validation and optimization

In order to validate and optimize prediction model performance, we have performed model

training using cross validation and adopted the grid search technique in search of optimizing

the model’s hyper-parameters. We have also incorporated an early stop mechanism to improve

generalization and to reduce overfitting of the deep learning model.

To accomplish the model tuning process, we have divided the dataset into three parts. The

first part contains 70% of the total data and is used for model learning. While the remaining

data is divided into two equal parts used for model testing and implementing an early-stop

mechanism.

5.3.1 Time series split cross validation. In stock prediction, data related to the stock mar-

ket is treated as a time series. That is observations are collected at regular intervals of time.

Mathematically, it is described as in Eqs 5,6,7,8, and 15 for numerical and textual data. For

time series data, the shuffling of data is incorrect to validate the model’s performance. Conse-

quently, time series split cross validation is suggested in the literature by Ratto, et al. [38] for

stock prediction. In a time split cross validation scheme, training and validation sets are

selected in each iteration so that the validation set is always ahead of the training set. Likewise,

we have adopted time series cross validation and divided the training set into 3-folds.

5.3.2 Hyper-parameter optimization. In machine learning, hyper-parameters are the

model’s parameters that control the learning model. Hyper-parameter optimization is the pro-

cess to select the best combination of hyper-parameters values so that performance of the

learning model can be optimized.

We have adopted a grid search technique to search for the best value for hyper-parameters.

We have performed a grid search for baseline and WCN-LSTM and identified the best values

by considering the models’ accuracy from the candidate values. It is shown in Tables 4 and 5

for baseline (LSTM) and WCN-LSTM prediction models.

5.3.3 Early stopping. In the training phase of the neural network, an epoch is considered

a critical hyper-parameter. If the number of epochs is too high, then it can lead to overfitting

of the training dataset. Whereas, a less number of epochs may get an underfit model.

Early stopping is a mechanism that controls the number of epochs by monitoring the per-

formance measure and stops training when the model’s performance reaches the maximum.

We have implemented this mechanism for baseline (LSTM) and WCN-LSTM prediction

Table 4. Baseline model’s (LSTM) optimized hyper-parameters values.

Hyper-

parameters

Description Candidate Values HIV4 LM Vader

Time step Time step Time step

3 7 10 3 7 10 3 7 10

Neurons Number of

neurons in hidden

layer

{20,50,100,200} 50 200 50 100 100 200 20 50 20

Dropout

rate

Dropout rate for

dropout layers

{0.2,0.35,0.5} 0.5 0.35 0.5 0.2 0.2 0.2 0.35 0.5 0.35

Kernel

initializer

Method for

initializing weight

matrix of input

features

{RandomNormal,

RandomUniform, glorot

uniform, glorot normal}

glorot_

uniform

glorot_

uniform

glorot_

uniform

glorot_

uniform

Random

Normal

Random

Normal

glorot_

uniform

Random

Normal

glorot_

uniform

Kernel

regularizer

Regular function

applied to the

weight matrix of

kernel

{None, l2} None None None None None None None None None

https://doi.org/10.1371/journal.pone.0282234.t004
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models and training stops when validation loss does not decrease in 10 consecutive epochs in

order to get the regularized models.

After performing all the validation and optimization steps we have got optimized hyper-

parameters values for all scenarios under consideration. By using these values, we have final-

ized models for all combinations of sentiment lexicon and time steps.

6. Experimental results and discussion

We have employed proposed and baseline models to perform experiments. Furthermore, we

also conducted statistical testing for making quantitative decisions. Finally, the discussion is

presented to answer research questions and to describe the importance of the proposed model.

6.1 Experimental results

Experiments are performed for three different time steps: 3, 7, and 10 previous days’ informa-

tion, using three different sentiment dictionary scores. For the baseline model, input sequences

are generated using the selected time step and concatenated using date, and then passed to the

first LSTM layer in the baseline model.

For WCN-LSTM input sequences are generated using the same approach but they are not

concatenated. All these sequences are aligned according to the stock transactions and news

publishing dates. These sequences are input to the model using a unique path for each

sequence.

Experimental results are shown in graphs. Where columns represent stocks from all leading

sectors of PSX and rows represent the accuracy of prediction models for each sentiment

dictionary.

6.1.1 For time step = 3. A time series sequence is generated using the stock data from the

last three days of transactions along with stock-related news headlines. Experiments are per-

formed using the proposed and baseline model using stock price and sentiment scores

sequences calculated from three different sentiment dictionaries. It is shown in Figs 4 and 5.

It can be observed clearly that WCN-LSTM performs better in terms of accuracy for most

of the stocks. Using the HIV4 sentiment dictionary, WCN-LSTM gets better accuracy for 32

out of 41, while using LM, 28 out of 41, and using Vader, 22 out of 41 stocks. For the F1-score,

baseline performance is better than WCN-LSTM using HIV4 and LM sentiment dictionaries.

The baseline model produces better F1-score for 26 stocks using HIV4 and 20 stocks using LM

out of 41 stocks. While WCN-LSTM gives a better F1-score for 24 stocks using Vader. While

some of the stocks from different sectors have the same accuracy and F1-score for both

models.

The accuracy of WCN-LSTM for all three sentiment dictionaries can be analyzed in Fig 4.

It is obvious that the accuracy of the proposed model using HIV4 is better than LM and Vader

Table 5. WCN-LSTM’s optimized hyper-parameter values.

Hyper-parameters Description Candidate Values HIV4 LM Vader

Time step Time step Time step

3 7 10 3 7 10 3 7 10

Dropout rate Dropout rate for dropout layers {0.2,0.35,0.5} 0.2 0.5 0.35 0.2 0.2 0.35 0.35 0.35 0.35

α Weight for market news {0.2,0.3, 0.4,0.5, 0.6} Where α + β + γ = 1 0.4 0.5 0.5 0.4 0.4 0.6 0.5 0.5 0.4

β Weight for sector news {0.2,0.3, 0.4,0.5, 0.6} 0.4 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2

γ Weight for stock news {0.2,0.3, 0.4,0.5, 0.6} 0.2 0.3 0.3 0.4 0.4 0.2 0.3 0.3 0.4

https://doi.org/10.1371/journal.pone.0282234.t005
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in most experiments. While sentiment scores calculated using the LM sentiment dictionary

enhanced WCN-LSTM performance better than Vader lexicon.

6.1.2 For time step = 7

A time series sequence is generated using the data from the last seven days of transactions

along with stock-related news headlines. Experiments are performed using a proposed and

baseline model for sentiment scores calculated from three different sentiment dictionaries.

Experimental results for time step 7 are illustrated in Figs 6 and 7.

Fig 4. Accuracy of prediction models by incorporating information from the last 3 days using the test set.

https://doi.org/10.1371/journal.pone.0282234.g004

Fig 5. F1-score of prediction models by incorporating information from the last 3 days using the test set.

https://doi.org/10.1371/journal.pone.0282234.g005
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It can be observed that WCN-LSTM performs better in terms of accuracy for most of the

stocks. Using the HIV4 sentiment dictionary, WCN-LSTM gets better accuracy for 28 out of

41, while using LM and Vader, 23 out of 41 stocks. For the F1-score, WCN-LSTM produces

better F1-score for 20 stocks using HIV4 and LM out of 41 stocks. While LSTM gives the better

F1-score for 25 stocks using Vader. While some of the stocks from different sectors have the

same accuracy and F1-score for both models.

The accuracy of WCN-LSTM for all three sentiment dictionaries is analyzed and it is

observed that the accuracy of the model using HIV4 is better than LM and Vader in most

Fig 6. Accuracy of prediction models by incorporating information from the last 7 days using the test set.

https://doi.org/10.1371/journal.pone.0282234.g006

Fig 7. F1-score of prediction models by incorporating information from the last 7 days using the test set.

https://doi.org/10.1371/journal.pone.0282234.g007
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experiments. While sentiment lexicons Vader and LM, equally influenced WCN-LSTM

performance.

6.1.3 For time step = 10. A time series sequence is generated using the data from the last

10 transactions days along with stock-related news headlines. Experiments are performed

using proposed and baseline model for sentiment scores calculated from three different senti-

ment dictionaries. It is presented in Figs 8 and 9.

WCN-LSTM performs better in terms of accuracy for most of the stocks. Using HIV4 senti-

ment dictionary, WCN-LSTM gets better accuracy for 24 out of 41, while using LM, 22 out of

Fig 8. Accuracy of prediction models by incorporating information from the last 10 days using the test set.

https://doi.org/10.1371/journal.pone.0282234.g008

Fig 9. F1-score of prediction models by incorporating information from the last 10 days using the test set.

https://doi.org/10.1371/journal.pone.0282234.g009
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41, and using Vader, 26 out of 41 stocks. For the F1-score, baseline performance is better than

WCN-LSTM using the HIV4, LM, and Vader sentiment dictionaries. The baseline model pro-

duces better F1-score for 24 stocks using HIV4 and 23 stocks using LM and Vader out of 41

stocks. While some of the stocks from different sectors have the same accuracy and F1-score

for both models.

The accuracy of WCN-LSTM for all three sentiment dictionaries is analyzed using experi-

mental results. WCN-LSTM performance using Vader is slightly better than HIV4. In the

same way sentiment scores calculated using HIV4 produced better WCN-LSTM results than

the LM sentiment dictionary.

6.2 Statistical analysis

We have adopted Wilcoxon signed-rank test to statistically compare whether the predictive

performance of the two models is significantly different from each other. The Wilcoxon

signed-rank test is a non-parametric and distribution free technique. It is considered safer

than a parametric t-test due to the exemption in the assumption of normality and homogeneity

of variance [39]. We have followed the work of [40–42] to use the Wilcoxon signed-rank test

in order to comparatively analyze the predictive performance of WCN-LSTM and LSTM fore-

casting models.

We have constructed three hypotheses to statistically analyze the experimental results. For

hypothesis testing, the model accuracy measure which is a continuous value is taken as a

response variable. While for all three hypotheses, models, time steps, and sentiment lexicons

are taken as independent variables. Our independent variable consists of two related groups

where the same participants are presented in both groups. In order to conclude that one model

performs better than the other, we have defined null and alternative hypotheses accordingly.

We have chosen 0.05 as a significant level or threshold value. To accept or reject the null

hypothesis, the p-value is examined. If the p-value is less than a significant level, then the null

hypothesis is rejected at a confidence level of 95%. The null hypothesis is accepted if the p-

value is greater than the significance level. In the results, a p-value less than significance level is

shown with ‘�’.

6.2.1 First hypothesis. In our first hypothesis, we want to compare the prediction accu-

racy of WCN-LSTM and LSTM forecasting models denoted as AccWCN-LSTM and AccLSTM

Our null hypothesis states that there is no significant difference between the predictive perfor-

mance of both models. While the alternative hypothesis states that the predictive performance

of WCN-LSTM is better than the LSTM model.

Null Hypothesis: H0: AccWCN-LSTM = AccLSTM

Alternative Hypothesis: H1: AccWCN-LSTM > AccLSTM

We have performed hypothesis testing for three different time steps and three different sen-

timent dictionaries and which is demonstrated in Table 6. According to Table 6, the predictive

Table 6. p-values for the first hypothesis test.

Time Step Sentiment Lexicon

HIV4 LM Vader

t3 0.000� 0.004� 0.591

t7 0.000� 0.010� 0.001�

t10 0.012� 0.064 0.000�

�Significant at 0.05 level

https://doi.org/10.1371/journal.pone.0282234.t006
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performance of WCN-LSTM was significantly better than the LSTM forecasting model in 7

out of 9 different scenarios.

6.2.2 Second hypothesis. In the second hypothesis, WCN-LSTM prediction accuracy is

compared using different sentiment dictionaries for each time step. Because it doesn’t allow us

to compare more than two groups so we have conducted multiple tests. The null hypothesis

states that there is no significant difference appears in prediction accuracy by employing differ-

ent sentiment lexicons in the WCN-LSTM model. The null and alternative hypotheses are

given below:

Null Hypothesis (H0): AccWCN-LSTM (HIV4) = AccWCN-LSTM (LM),

AccWCN-LSTM (HIV4) = AccWCN-LSTM (Vader),

AccWCN-LSTM (LM) = AccWCN-LSTM (Vader)

Alternative Hypothesis (H1): AccWCN-LSTM (HIV4) > AccWCN-LSTM (LM),

AccWCN-LSTM (HIV4) > AccWCN-LSTM (Vader),

AccWCN-LSTM (LM) > AccWCN-LSTM (Vader)

According to Table 7, for time steps 3 and 7, sentiment lexicon HIV4 performs significantly

better than LM and Vader sentiment lexicons.

6.2.3 Third hypothesis

In the third hypothesis, comparisons are conducted between the prediction accuracy of

WCN-LSTM for the sequences formed using different time steps. The null hypothesis states

that there is no significant difference appears in the prediction accuracy of WCN-LSTM by

incorporating sequences formed using different time steps. The Wilcoxon signed-rank test

performs comparisons in different combinations for more than 2 groups. Moreover, these

tests are performed for each sentiment lexicon adopted in experiments. The null and alterna-

tive hypotheses for multiple combinations of comparisons are given below:

Null Hypothesis (H0): AccWCN-LSTM (t3) = AccWCN-LSTM (t7),

AccWCN-LSTM (t3) = AccWCN-LSTM (t10),

AccWCN-LSTM (t7) = AccWCN-LSTM (t10)

Alternative Hypothesis (H1): AccWCN-LSTM (t3) > AccWCN-LSTM (t7),

AccWCN-LSTM (t3) > AccWCN-LSTM (t10),

AccWCN-LSTM (t7) > AccWCN-LSTM (t10)

In order to perform Wilcoxon signed-rank test for third hypothesis, all test combinations

for each sentiment lexicon are tested. It is shown in Table 8, using the HIV4 sentiment lexicon,

time steps 3 and 7 performs better than time step 10. While using the LM sentiment lexicon,

time step 7 performs better than time steps 3 and 10. Moreover, using the Vader sentiment lex-

icon, there is no significant difference between all the three time steps.

6.3 Discussion

We have implemented WCN-LSTM and LSTM based prediction models in order to answer

our empirical research questions. We have also compared WCN-LSTM, qualitatively with

Table 7. p-values for the second hypothesis test.

Time Step Sentiment Lexicon

HIV4-LM HIV4-Vader LM-Vader

t3 0.004� 0.195 0.912

t7 0.000� 0.071 0.998

t10 0.777 0.987 0.948

�Significant at 0.05 level

https://doi.org/10.1371/journal.pone.0282234.t007
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existing models to highlight its novelty. Our comparative findings from different perspectives

are discussed below:

6.3.1 The superiority of WCN-LSTM. By observing the experimental results illustrated

in Figs 4–9, it has been observed that WCN-LSTM incorporates sentiment scores of catego-

rized news along with weighted impact, achieving better accuracy than LSTM. In the statistical

analysis phase, Wilcoxon signed-rank test is adopted in order to endorse the significance of

weighed categorized news incorporated in the prediction model. In Table 6, it is shown that

the alternative hypothesis is accepted. Therefore, the performance of WCN-LSTM is better

than the LSTM prediction model.

The performance of WCN-LSTM could also be observed at the sector level. The average

accuracy achieved by WCNLSTM for each stock in a sector is calculated and compared from

the baseline model. It could be observed in Figs 10–12, that WCN-LSTM clearly performs bet-

ter than LSTM especially for sentiment lexicon HIV4 and time steps 3 and 7.

Table 8. p-values for the third hypothesis test.

Sentiment Lexicon Time Step

t3-t7 t3-t10 t7-t10

HIV4 0.232 0.001� 0.049�

LM 0.996 0.656 0.032�

Vader 0.089 0.470 0.974

�Significant at 0.05 level

https://doi.org/10.1371/journal.pone.0282234.t008

Fig 10. Comparison among sectors for time step = 3.

https://doi.org/10.1371/journal.pone.0282234.g010
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Fig 12. Comparison among sectors for time step = 10.

https://doi.org/10.1371/journal.pone.0282234.g012

Fig 11. Comparison among sectors for time step = 7.

https://doi.org/10.1371/journal.pone.0282234.g011
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WCN-LSTM results could be analyzed for individual stocks to study the relationship

between prediction accuracy and the number of news headlines in each news category. The

number of market news is the same for all stocks while the number of sectors and stock-related

news are different for each sector and stock. In Table 2, each news category is listed along with

the number of news headline. In Figs 10–12, it is presented that Oil & Gas and Commercial

Banks are two sectors with a large number of active stocks that scored better prediction accu-

racy produced by WCNLSTM in all cases of sentiment lexicon and time steps.

The sector Technology & Communication performs better except in one case. It could be

deduced that the number of sector-related news headlines influenced positively on sector’s

prediction accuracy. But this statement violated the case of the Textile sector where sector

related new headlines are more than any other sector and the number of active stocks selected

for experiments is less than any other sector. Furthermore, for the sector Commercial Banks

number of stock related news are comparatively more than the any other sector’s stocks. In the

case of PSX, it could be deduced that the large size of all news categories improves prediction

accuracy at sector and stock level.

6.3.2 Comparison between sentiment lexicons and input sequence length. The compar-

ative analysis between sentiment lexicons is performed statistically and demonstrated in

Table 7, in order to answer the research question RQ4. It reveals that HIV4 performed better

than LM and Vader sentiment lexicons. Finally, experimental results disclosed that time step 3

and 7 for generating input sequences significantly enhanced WCN-LSTM performance. In

Table 8, findings are statistically ascertained which answered the research question RQ5.

6.3.3 Implications. In Fig 13, a qualitative comparison is presented in order to show the

novelty of WCN-LSTM among the other state of the art stock prediction models. We have

reviewed the existing work and identified the strength of hybrid input, sentiment analysis, and

sequence learning in making predictions. Although the baseline approach incorporated all

these features, but sequence length is not investigated in search of optimized length. Further-

more, we have found that there is a very rare attempt to group financial news according to

their area of influence in the stock market and incorporate these news groups into the predic-

tion model simultaneously. In existing work, the GICS standard is used to group financial

news. However, it is revealed that GICS has a limitation in finding homogeneous news groups.

By taking into account the existing opportunities and limitations, our proposed model

WCN-LSTM employed hybrid input, lexicon-based sentiment analysis, and sequential learn-

ing. We have incorporated news groups related to the structural hierarchy of the stock market.

We incorporated these news groups simultaneously into WCN-LSTM with learned weights.

This is the first paper that suggests a sophisticated prediction model for the incorporation of

new groups that are related to the structural hierarchy of the stock market. Furthermore, we

have considered the case of PSX which is not explored yet by the research community for fore-

casting using hierarchical news groups. At a broader level, we have established a news sensitive

stock prediction model that utilizes news groups that influence the market volatility with vary-

ing impact. For instance, news groups related to politics, terrorism, foreign affairs, natural

disasters, etc., could also be incorporated into the prediction model according to their learned

weights with minor adaptation.

7. Conclusion and future work

In this paper, we addressed the stock trend prediction problem by utilizing hybrid input,

weighted news groups, sentiment analysis, and sequential learning. The LSTM layer is used to

implement sequential learning, specifically designed to efficiently memorizes long and short-

term dependencies in an input sequence. WCN-LSTM incorporates three news groups,
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namely market news, sector news, and stock news according to the structural hierarchy of the

stock market. We have selected the case of the Pakistan Stock Exchange to conduct experi-

ments. WCN-LSTM prediction model is adapted from LSTM based prediction model which

we have considered as a baseline model to perform quantitative analysis. We have identified

five empirical research questions. In order to answer these questions, experiments are per-

formed using WCN-LSTM and baseline prediction models. Moreover, we also perform statis-

tical analysis using Wilcoxon signed-rank test. We have shown that WCN-LSTM performed

Fig 13. Comparison between WCN-LSTM and existing stock prediction model’s features.

https://doi.org/10.1371/journal.pone.0282234.g013
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better than the baseline model. While for WCN-LSTM, sentiment lexicon HIV4 for time steps

3 and 7 performs satisfactorily among other candidate choices. To present the novelty of

WCN-LSTM, we conduct a qualitative analysis by comparing our proposed model features

with existing stock prediction models. However, there is a strong requirement for homogenous

news groups. These news groups are required to learn their degree of influence on market

dynamics before making predictions.

We have found that the LM sentiment lexicon did not perform well although specifically

designed for the financial domain. To tackle this shortcoming, we are interested in adapting

the sentiment lexicon for PSX using transfer learning based approaches like the Bert language

model and incorporating it into our proposed WCN-LSTM model. We are also curious to

examine other textual feature representations like word and event embedding along with

knowledge bases that refines embedding. Other sources of textual features like company

annual reports as well as other news groups related to politics, terrorism, and foreign policies

could also be incorporated into the prediction model for further enhancement in prediction

quality. Furthermore, there is much room to investigate hybrid architectures where the

sequence learning model could be combined with other deep learning models to improve pre-

diction results of our proposed model.

Supporting information

S1 File.

(PDF)

Acknowledgments

This research work is supported by the Higher Education Commission (HEC), Islamabad,

Pakistan.

Author Contributions

Conceptualization: Shazia Usmani.

Data curation: Shazia Usmani.

Formal analysis: Shazia Usmani.

Investigation: Shazia Usmani.

Methodology: Shazia Usmani.

Supervision: Jawwad A. Shamsi.

Validation: Shazia Usmani.

Writing – original draft: Shazia Usmani.

Writing – review & editing: Shazia Usmani.

References
1. Chan SW, Franklin J. A text-based decision support system for financial sequence prediction. Decision

Support Systems. 2011; 52(1):189–98.

2. Schumaker RP, Chen H. A quantitative stock prediction system based on financial news. Information

Processing & Management. 2009; 45(5):571–83.

3. Shynkevich Y, McGinnity TM, Coleman SA, Belatreche A. Forecasting movements of health-care stock

prices based on different categories of news articles using multiple kernel learning. Decision Support

Systems. 2016; 85:74–83.

PLOS ONE WCN-LSTM Stock prediction model

PLOS ONE | https://doi.org/10.1371/journal.pone.0282234 March 7, 2023 25 / 27

http://www.plosone.org/article/fetchSingleRepresentation.action?uri=info:doi/10.1371/journal.pone.0282234.s001
https://doi.org/10.1371/journal.pone.0282234


4. Usmani S, Shamsi JA. News sensitive stock market prediction: literature review and suggestions.

PeerJ Computer Science. 2021; 7:e490. https://doi.org/10.7717/peerj-cs.490 PMID: 34013029

5. Yadav A, Vishwakarma DK. Sentiment analysis using deep learning architectures: a review. Artificial

Intelligence Review. 2020; 53(6):4335–85.

6. Jiawei X, Murata T, editors. Stock market trend prediction with sentiment analysis based on LSTM neu-

ral network. International multiconference of engineers and computer scientists; 2019.

7. Carosia A, Coelho GP, Silva A. Analyzing the Brazilian financial market through Portuguese sentiment

analysis in social media. Applied Artificial Intelligence. 2020; 34(1):1–19.

8. Li X, Wu P, Wang W. Incorporating stock prices and news sentiments for stock market prediction: A

case of Hong Kong. Information Processing & Management. 2020; 57(5):102212.

9. Hu Z, Liu W, Bian J, Liu X, Liu T-Y, editors. Listening to chaotic whispers: A deep learning framework for

news-oriented stock trend prediction. Proceedings of the eleventh ACM international conference on

web search and data mining; 2018.

10. Sarkar A, Sahoo AK, Sah S, Pradhan C, editors. LSTMSA: A Novel Approach for Stock Market Predic-

tion Using LSTM and Sentiment Analysis. 2020 International Conference on Computer Science, Engi-

neering and Applications (ICCSEA); 2020: IEEE.

11. Usmani S, Shamsi JA, editors. News Headlines Categorization Scheme for Unlabelled Data. 2020 Inter-

national Conference on Emerging Trends in Smart Technologies (ICETST); 2020: IEEE.

12. Thakkar A, Chaudhari K. Fusion in stock market prediction: A decade survey on the necessity, recent

developments, and potential future directions. Information Fusion. 2021; 65:95–107. https://doi.org/10.

1016/j.inffus.2020.08.019 PMID: 32868979

13. Zhai Y, Hsu A, Halgamuge SK, editors. Combining news and technical indicators in daily stock price

trends prediction. International symposium on neural networks; 2007: Springer.

14. Vargas MR, De Lima BS, Evsukoff AG, editors. Deep learning for stock market prediction from financial

news articles. 2017 IEEE International Conference on Computational Intelligence and Virtual Environ-

ments for Measurement Systems and Applications (CIVEMSA); 2017: IEEE.

15. De Fortuny EJ, De Smedt T, Martens D, Daelemans W. Evaluating and understanding text-based stock

price prediction models. Information Processing & Management. 2014; 50(2):426–41.

16. Li X, Cao J, Pan Z. Market impact analysis via deep learned architectures. Neural Computing and Appli-

cations. 2019; 31(10):5989–6000.

17. Ozbayoglu AM, Gudelek MU, Sezer OB. Deep learning for financial applications: A survey. Applied Soft

Computing. 2020; 93:106384.

18. Seong N, Nam K. Predicting stock movements based on financial news with segmentation. Expert Sys-

tems with Applications. 2021; 164:113988.

19. Hutto C, Gilbert E, editors. Vader: A parsimonious rule-based model for sentiment analysis of social

media text. Proceedings of the International AAAI Conference on Web and Social Media; 2014.

20. Loughran T, McDonald B. When is a liability not a liability? Textual analysis, dictionaries, and 10-Ks.

The Journal of finance. 2011; 66(1):35–65.

21. Jovanoski D, Pachovski V, Nakov P, editors. On the impact of seed words on sentiment polarity lexicon

induction. Proceedings of COLING 2016, the 26th International Conference on Computational Linguis-

tics: Technical Papers; 2016.

22. Baccianella S, Esuli A, Sebastiani F, editors. Sentiwordnet 3.0: an enhanced lexical resource for senti-

ment analysis and opinion mining. Lrec; 2010.

23. Cambria E, Poria S, Hazarika D, Kwok K, editors. SenticNet 5: Discovering conceptual primitives for

sentiment analysis by means of context embeddings. Proceedings of the AAAI Conference on Artificial

Intelligence; 2018.

24. Li X, Xie H, Chen L, Wang J, Deng X. News impact on stock price return via sentiment analysis. Knowl-

edge-Based Systems. 2014; 69:14–23.

25. Picasso A, Merello S, Ma Y, Oneto L, Cambria E. Technical analysis and sentiment embeddings for

market trend prediction. Expert Systems with Applications. 2019; 135:60–70.

26. Ding X, Zhang Y, Liu T, Duan J, editors. Knowledge-driven event embedding for stock prediction. Pro-

ceedings of coling 2016, the 26th international conference on computational linguistics: Technical

papers; 2016.

27. Pokhrel NR, Dahal KR, Rimal R, Bhandari HN, Khatri RK, Rimal B, et al. Predicting nepse index price

using deep learning models. Machine Learning with Applications. 2022; 9:100385.

28. Li Y, Pan Y. A novel ensemble deep learning model for stock prediction based on stock prices and

news. International Journal of Data Science and Analytics. 2022; 13(2):139–49. https://doi.org/10.1007/

s41060-021-00279-9 PMID: 34549080

PLOS ONE WCN-LSTM Stock prediction model

PLOS ONE | https://doi.org/10.1371/journal.pone.0282234 March 7, 2023 26 / 27

https://doi.org/10.7717/peerj-cs.490
http://www.ncbi.nlm.nih.gov/pubmed/34013029
https://doi.org/10.1016/j.inffus.2020.08.019
https://doi.org/10.1016/j.inffus.2020.08.019
http://www.ncbi.nlm.nih.gov/pubmed/32868979
https://doi.org/10.1007/s41060-021-00279-9
https://doi.org/10.1007/s41060-021-00279-9
http://www.ncbi.nlm.nih.gov/pubmed/34549080
https://doi.org/10.1371/journal.pone.0282234


29. Nelson DM, Pereira AC, de Oliveira RA, editors. Stock market’s price movement prediction with LSTM

neural networks. 2017 International joint conference on neural networks (IJCNN); 2017: IEEE.

30. Mittermayer M-A, Knolmayer GF, editors. Newscats: A news categorization and trading system. Sixth

International Conference on Data Mining (ICDM’06); 2006: Ieee.

31. Takahashi S, Takahashi M, Takahashi H, Tsuda K, editors. Analysis of the relation between stock price

returns and headline news using text categorization. International Conference on Knowledge-Based

and Intelligent Information and Engineering Systems; 2007: Springer.

32. Barak L, Dagan I, Shnarch E, editors. Text categorization from category name via lexical reference. Pro-

ceedings of Human Language Technologies: The 2009 Annual Conference of the North American

Chapter of the Association for Computational Linguistics, Companion Volume: Short Papers; 2009.

33. Liebeskind C, Kotlerman L, Dagan I. Text categorization from category name in an industry-motivated

scenario. Language resources and evaluation. 2015; 49(2):227–61.

34. Chen D, Zou Y, Harimoto K, Bao R, Ren X, Sun X. Incorporating fine-grained events in stock movement

prediction. Proceedings of the Second Workshop on Economics and Natural Language Processing

Hong Kong,: Association for Computational Linguistics 2019. p. 31–40.

35. Ding X, Zhang Y, Liu T, Duan J, editors. Using structured events to predict stock price movement: An

empirical investigation. Proceedings of the 2014 Conference on Empirical Methods in Natural Language

Processing (EMNLP); 2014.

36. Radinsky K, Davidovich S, Markovitch S, editors. Learning causality for news events prediction. Pro-

ceedings of the 21st international conference on World Wide Web; 2012.

37. Tieleman T, Hinton G. Lecture 6.5-rmsprop: Divide the gradient by a running average of its recent mag-

nitude. COURSERA: Neural networks for machine learning. 2012; 4(2):26–31.

38. Ratto AP, Merello S, Oneto L, Ma Y, Malandri L, Cambria E, editors. Ensemble of technical analysis

and machine learning for market trend prediction. 2018 IEEE symposium series on computational intelli-

gence (ssci); 2018: IEEE.
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