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Abstract

Introduction

Many researchers used machine learning (ML) to predict the prognosis of breast cancer

(BC) patients and noticed that the ML model had good individualized prediction

performance.

Objective

The cohort study was intended to establish a reliable data analysis model by comparing the

performance of 10 common ML algorithms and the the traditional American Joint Committee

on Cancer (AJCC) stage, and used this model in Web application development to provide a

good individualized prediction for others.

Methods

This study included 63145 BC patients from the Surveillance, Epidemiology, and End

Results database.

Results

Through the performance of the 10 ML algorithms and 7th AJCC stage in the optimal test

set, we found that in terms of 5-year overall survival, multivariate adaptive regression

splines (MARS) had the highest area under the curve (AUC) value (0.831) and F1-score

(0.608), and both sensitivity (0.737) and specificity (0.772) were relatively high. Besides,

MARS showed a highest AUC value (0.831, 95%confidence interval: 0.820–0.842) in com-

parison to the other ML algorithms and 7th AJCC stage (all P < 0.05). MARS, the best per-

forming model, was selected for web application development (https://w12251393.

shinyapps.io/app2/).
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Conclusions

The comparative study of multiple forecasting models utilizing a large data noted that MARS

based model achieved a much better performance compared to other ML algorithms and

7th AJCC stage in individualized estimation of survival of BC patients, which was very likely

to be the next step towards precision medicine.

Introduction

Breast cancer (BC) was the leading cancer in women, and BC alone accounted for 30% of

newly diagnosed cancers in American women in 2019 [1]. Assessing the prognosis of BC

patients could significantly affect the choice of the best treatment plan. For example, for

patients with a poor prognosis, they may choose a more aggressive treatment. The most impor-

tant predicting tool, the one that remained in worldwide use today, was the American Joint

Committee on Cancer (AJCC) staging system [2]. There, however, were several evidence here

that the traditional AJCC staging system could not accurately assess the prognosis of BC

patients [3–5]. Many complex factors affected the prognosis of cancer patients, so survival pre-

diction for cancer patients was a challenging task. In this context, modern oncology has wit-

nessed the growing interest in digital technology, and the integration of digital technology and

large medical data has brought new hope for personalized medicine.

Machine learning (ML) is a branch of artificial intelligence that employed a variety of statis-

tical, probabilistic and optimization techniques that allowed computers to “learn” from past

examples and to detect hard-to-discern patterns from large, noisy or complex data sets [6].

Many articles used ML to predict the prognosis of many cancer patients, including BC, lung

cancer, and liver cancer, and noticed that the ML model had good individualized prediction

performance [7–29]. For example, Kalafi et al [12] presented that multilayer perceptron pro-

duced desirable prediction accuracy for predicting the prognosis of BC patients. Tahmassebi

et al [13] proposed that extreme gradient boosting with multiparametric magnetic resonance

imaging achieved stable performance for the early prediction of pathological complete

response to neoadjuvant chemotherapy and of survival outcomes in BC patients. Poirion et al

[14] introduced a novel ensemble framework of deep-learning and machine-learning

approaches that robustly predicted BC patient survival subtypes using multi-omics data. A ret-

rospective study on predicting 10-year survival after breast cancer surgery revealed that all per-

formance indices for the deep neural network model were significantly higher than in the

other forecasting models [16]. Liu et al [27] proposed a gradient boosting algorithm by opti-

mizing survival analysis of XGBoost framework for ties to predict the disease progression of

breast cancer. ML, therefore, was very likely to be the next step towards precision medicine.

Since ML models were susceptible to factors such as data sources, input variables, and soft-

ware, several articles using ML to predict the prognosis of BC patients were controversial [7–9,

12–16, 20, 25–28]. Lotfnezhad Afshar et al [9] believed that support vector machine (SVM)

model outperformed other models in the predicting the survival rate of BC patients. Moreover,

Delen et al [30] indicated that the decision tree (DT) was the best predictor. Furthermore, a

retrospective study proposed that random forest (RF) model showed a better diagnostic per-

formance for predicting recurrence than did the five other machine learning classifiers [25].

Additionally, it should be mentioned that although some researchers claimed that these ML

techniques could effectively predict the prognosis of patient, few people were actually used in

clinical practice. This study was intended to establish a reliable data analysis model by
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comparing the performance of 10 common ML algorithms and the traditional AJCC staging

system based on a national database, and used this model in Web application development to

provide a good individualized prediction for others.

Materials and methods

Database and samples

The Surveillance, Epidemiology, and End Results (SEER) Program of the National Cancer

Institute was an authoritative source of information on cancer incidence and survival in the

United States and covered approximately 48.0% of the United States population [31]. Although

the SEER database had some limitations, such as lack of certain data (such as postoperative

complications, surgical margin, recurrence, etc.), its multi-center and large sample characteris-

tics were suitable for building a ML model for the general population.

The data of BC patients for this study was acquired from the SEER database, and it included

154014 patients based on the fact that year of diagnosis was from 2010 to 2014, primary tumor

site was coded as C50.0 to C50.6 (including C50.0-Nipple, C50.1-Central portion of breast,

C50.2-Upper-inner quadrant of breast, C50.3-Lower-inner quadrant of breast, C50.4-Upper-

outer quadrant of breast, C50.5-Lower-outer quadrant of breast, C50.6-Axillary tail of breast),

behavior recode for analysis was malignant, and diagnostic confirmation was positive histol-

ogy. The study enrolled a total of 63145 patients by excluding patients with missing data and

patients who survival time was less than 60 months and survival status was alive (Fig 1). The

final endpoints of this study were the 5-year overall survival (OS) rate, so we excluded patients

who survival time was less than 60 months and survival status was alive.

Statistical analysis

Categorical variables were presented as frequency and percentage, and continuous variables

were presented as mean (x) and standard deviation (s). This study could only obtain the stag-

ing information of 7th AJCC due to the SEER database. For ML models, we extracted 15 fac-

tors that may affect the prognosis of patients from the SEER database based on professional

knowledge, including age at diagnosis, gender, race, marital status at diagnosis, tumor site, ori-

gin of primary, grade, tumor size, N status, M status, breast subtype, surgery, regional lymph

node dissection, chemotherapy, and radiotherapy (see the results for details). We used the Bor-

uta package [32] in the R software for feature selection and found that 14 attributes other than

Fig 1. The inclusion and exclusion process of this study.

https://doi.org/10.1371/journal.pone.0280340.g001
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origin of primary were confirmed important (Fig 2). It found relevant features by comparing

original attributes’ importance with importance achievable at random, estimated using their

permuted copies (shadows). We, therefore, included these 14 covariates in the 10 ML models.

In order to reduce the over-fitting of the model and ensure the robustness of the model, we

used the 9-fold cross-validation method to select the test set with the centered area under the

curve (AUC) value as the optimal test set by the caret package [33]. Using DeLong test to com-

pare the AUC values of different ML algorithms and 7th AJCC stage in the optimal test set, the

best performing model was selected for web application development by shiny package [34]

and shinydashboard package [35]. We utilized the accuracy, F1-score, sensitivity, specificity,

and AUC to evaluate the performance of models for each prediction case.

Common ML algorithms, such as naive bayes (NB), linear discriminant analysis (LDA),

quadratic discriminant analysis (QDA), k-nearest neighbor (KNN), SVM, classification and

regression trees (CART), RF, multivariate adaptive regression splines (MARS), logistic regres-

sion (LR), and extreme gradient boosting (XGBoost), were selected in this study. For each of

these functions, we used the relevant package’s default parameters, see below for details.

NB computed the conditional a-posterior probabilities of a categorical class variable given

independent predictor variables using the Bayes rule. Although it assumed that the presence/

absence of a characteristic describing a certain class was unrelated to the presence/absence of

any other characteristic, which was not true for the majority of classification tasks, NB have

been successful in complex practical applications [36]. The analysis of NB in this study was

realized by the e1071 package in R [37].

Fig 2. Feature selection for the 10 ML models.

https://doi.org/10.1371/journal.pone.0280340.g002
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Discriminant analysis was to summarize the rules from the various classifications of the

known samples to determine the type of the new sample, including LDA and QDA. The differ-

ence between the two was that LDA was based on the assumption that the variables were mul-

tivariate normally distributed in each group with different mean vectors and identical

covariance matrices, and while the equality of covariance assumption was not required in

QDA, so this was the basic reason that LDA was a much less flexible classifier than QDA [38].

The discriminant analysis in this study was realized by the MASS package in R [39].

KNN, a nonparametric clustering algorithm, was used for data classification and regression

[40], which predicted the information of the test sample through the information of the k

training samples closest to the test sample in the train set. The analysis of KNN in this study

was realized by the kknn package in R [41].

The basic idea of SVM was to get the separation hyperplane that could divide the data set

correctly and had the largest geometric interval, and used the hyperplane to reasonably divide

the data. The analysis of SVM in this study was realized by the kernlab package in R [42].

The CART model, a machine-learning and data-mining recursive algorithm, was used to

identify groups of patients with a homogeneous risk of death and investigate the hierarchical

association between variables and survival [43]. No pruning was done on the model. The anal-

ysis of CART in this study was realized by the rpart package in R [44].

RF was an ensemble learning method based on decision tree. In this study, the min number

of trees grown obtained by randomForest package [45] in the train set was 441, and it was veri-

fied in the test set.

MARS was a non-parametric modelling method that extends the linear model, incorporat-

ing nonlinearities and interactions between variables. It was a flexible tool that automated the

construction of predictive models [46]. The analysis of MARS in this study was realized by the

earth package in R [47].

LR was one of the most important models in generalize linear model (GLM). It was mainly

used to study the relationship between two-element categorical response variables ("success"

and "failure" are represented by 1 and 0 respectively) and many covariates, and to establish cor-

responding models and make predictions.

The algorithm of XGBoost was a gradient-boosting decision tree that can be used for both

classification and regression problems [48]. The greedy method optimized the maximal gain

of the objective function during the construction of each tree layer [49]. The analysis of

XGBoost in this study was realized by the xgboost package [50].

To further analyze the best performing model, we needed to evaluate the variable impor-

tance in this model. According to the Results section, MARS was the best performing model.

We used three criteria to estimate the variable importance of the model through the evimp

functions that came with the earth package [51]: (i)The nsubsets criterion counted the number

of model subsets that included the variable. Variables that were included in more subsets were

considered more important. (ii)The residual sum-of-squares (RSS) criterion first calculated

the decrease in the RSS for each subset relative to the previous subset during earth’s backward

pass. Then for each variable it summed these decreases over all subsets that included the vari-

able. Finally, for ease of interpretation the summed decreases were scaled so the largest

summed decrease was 100. Variables which caused larger net decreases in the RSS were con-

sidered more important. (iii)The generalized cross validation (GCV) criterion was the same,

but used the GCV instead of the RSS. Adding the variable had a deleterious effect on the

model, as measured in terms of its estimated predictive power on unseen data. Statistical analy-

sis were conducted using R software 4.1.0.

Ethics statement was not required for this study, because this observational study used de-

identified and publicly available data from SEER. This study was conducted in accordance
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with the Declaration of Helsinki. In addition, Data-Use Agreements for the 1975–2017 SEER

Research Data File and SEER Radiation Therapy and Chemotherapy Information were signed

and the database can be accessed.

Results

Baseline characteristics

Descriptive characteristics of 63145 BC patients were summarized in Table 1. The average age

of the patients was 62.6 ± 13.8 years, and 81.1% of the patients were the white. As of the fol-

low-up time (November 2019), a total of 15734 patients died, and the 5-year OS was 75.1%.

Machine learning algorithms and 7th AJCC stage

Through the performance of the 10 ML algorithms and 7th AJCC stage in the test set (Tables

2, 3 and Fig 3), the results showed that in terms of 5-year OS, LDA had the highest accuracy

(0.771), higher specificity (0.806) and higher AUC value (0.813), but lower sensitivity (0.665).

MARS had the highest AUC value (0.831) and F1-score (0.608), and both sensitivity (0.737)

and specificity (0.772) were relatively high. Besides, MARS showed a highest AUC value

(0.831, 95%confidence interval: 0.820–0.842) in comparison to the other ML algorithms and

7th AJCC stage (all P < 0.05, Table 3). The best forecasting ability among these models was

MARS. The algorithms with the highest sensitivity was RF (0.763). KNN showed the highest

specificity (0.807) and the lowest sensitivity (0.596).

Evaluating variable importance in the MARS model

By evaluating variable importance in the MARS model, we noticed that age at diagnosis was

considered the most important variable, followed by tumor size, M status, regional lymph

node dissection, N status, Breast subtype, and so on (Table 4).

Web application development

We selected MARS model for web application development for other users to use for free

based on the AUC value (https://w12251393.shinyapps.io/app2/). This web application could

automatic calculate the 5-year OS according to the characteristics of the patient selected by the

user. Fig 4 was an example showing web function.

Discussion

ML models could be defined as a process of designing a model and improving its performance

through empirical learning. It were a field of artificial intelligence and an active research field

in different scientific fields. Complex ML models could pick up on subtler patterns in input

data and thus could be more effective predictors [52]. ML, therefore, was very likely to be the

next step towards precision medicine.

In our research, ROC curve analysis showed that the AUC value of the 7th AJCC stage was

0.683 (95%CI: 0.669–0.698, Fig 3A), which was in the range of 0.620 to 0.728 previously studied

[53–55]. The research conducted DeLong test on more than 60000 BC patients and found that the

10 ML algorithms had a better role in predicting the 5-year OS compared to 7th AJCC stage (all

P< 0.001, Table 3). In the meantime, the 7th AJCC stage showed the lowest accuracy (0.612) and

F1-score (0.473). There, for all we know, were no relevant researches comparing the predictive

ability of AJCC stage and ML models for BC patients. We could only obtain the staging informa-

tion of 7th AJCC due to the guarantee of a 5-year follow-up period and the limitation of the SEER

database, while some researchers believed that the latest 8th AJCC stage still could not accurately
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Table 1. Descriptive characteristics of 63145 BC patients.

Factors ‘x ± s / N (%) Factors

Age at diagnosis (years) 62.6 ± 13.8

Gender female 62565(99.1)

male 580(0.9)

Race white 51216(81.1)

black 6949(11.0)

othera 4980(7.9)

Marital status at diagnosis single (never married)/unmarried or domestic Partner 9240(14.6)

married (including common law) 34971(55.4)

divorced/widowed/separated 18934(30.0)

Tumor site nipple 405(0.6)

central portion 5361(8.5)

upper-outer quadrant 32429(51.4)

lower-outer quadrant 7221(11.4)

lower-inner quadrant 5628(8.9)

upper-inner quadrant 11574(18.3)

axillary tail 527(0.8)

Origin of primary left 32271(51.1)

right 30874(48.9)

Grade well differentiated 14431(22.9)

moderately differentiated 27137(43.0)

poorly differentiated 21314(33.8)

undifferentiated 263(0.4)

Tumor size (mm) 22.4 ± 21.4

N status positive 19801(31.4)

negative 43344(68.6)

M status positive 2469(3.9)

negative 60676(96.1)

Breast subtype luminal A 46290(73.3)

luminal B 5891(9.3)

HER2 enriched 2562(4.1)

triple negative 8402(13.3)

Surgery no 2986(4.7)

radical mastectomy 186(0.3)

extended radical mastectomy 11(0.0)

modified radical mastectomy 11281(17.9)

total mastectomy 14165(22.4)

breast-conserving surgery 34516(54.7)

Regional lymph node dissection no 6643(10.5)

yes 56502(89.5)

Chemotherapy no/unknown 37772(59.8)

yes 25373(40.2)

Radiotherapy no/unknown 30832(48.8)

yes 32313(51.2)

(Continued)
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Table 1. (Continued)

Factors ‘x ± s / N (%) Factors

7th AJCC stage 0 stage 11(0.0)

IA stage 30801(48.8)

IB stage 1520(2.4)

IIA stage 14323(22.5)

IIB stage 6926(11.0)

IIIA stage 4097(6.5)

IIIB stage 1178(1.9)

IIIC stage 1918(3.0)

IV stage 2462(3.9)

a: The other comprises American Indian/Alaska Native, Asian/Pacific Islander.

https://doi.org/10.1371/journal.pone.0280340.t001

Table 2. The accuracy, F1-score, sensitivity, specificity, and AUC value of 10 ML algorithms and 7th AJCC stage in the test set.

Model Accuracy F1-score Sensitivity Specificity AUC 95%CI

7th AJCC 0.612 0.473 0.699 0.583 0.683 0.669–0.698

NB 0.741 0.579 0.716 0.749 0.805 0.793–0.817

LDA 0.771 0.591 0.665 0.806 0.813 0.801–0.825

QDA 0.750 0.555 0.625 0.791 0.778 0.766–0.791

KNN 0.754 0.547 0.596 0.807 0.762 0.749–0.775

SVM 0.766 0.596 0.692 0.790 0.779 0.765–0.793

CART 0.736 0.570 0.702 0.748 0.793 0.780–0.805

RF 0.717 0.573 0.763 0.701 0.810 0.798–0.822

MARS 0.764 0.608 0.737 0.772 0.831 0.820–0.842

LR 0.739 0.585 0.737 0.740 0.815 0.803–0.827

XGB 0.713 0.539 0.677 0.724 0.750 0.736–0.765

https://doi.org/10.1371/journal.pone.0280340.t002

Table 3. The comparison of AUC values for 10 ML algorithms and 7th AJCC stage in the test set.

Model 7th AJCC NB LDA QDA KNN SVM CART RF MARS LR

P P P P P P P P P P

7th AJCC ref - - - - - - - - -

NB <0.001 ref - - - - - - - -

LDA <0.001 0.323 ref - - - - - - -

QDA <0.001 0.002 <0.001 ref - - - - - -

KNN <0.001 <0.001 <0.001 0.083 ref - - - - -

SVM <0.001 0.006 <0.001 0.943 0.089 ref - - - -

CART <0.001 0.163 0.018 0.010 <0.001 0.151 ref - - -

RF <0.001 0.527 0.728 <0.001 <0.001 <0.001 <0.001 ref - -

MARS <0.001 0.001 0.027 <0.001 <0.001 <0.001 <0.001 0.011 ref -

LR <0.001 0.237 0.847 <0.001 <0.001 <0.001 0.010 0.589 0.043 ref

XGB <0.001 <0.001 <0.001 0.004 0.248 0.005 <0.001 <0.001 <0.001 <0.001

https://doi.org/10.1371/journal.pone.0280340.t003
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stratify the prognosis for BC patients [4, 56]. For example, a study about the comparison of the

prognostic accuracy of the 8th AJCC prognostic staging system to the 7th staging system using

data from over 168000 BC patients confirmed the enhanced value of the 8th AJCC, while the latter

still needed further improvement [56]. Furthermore, though several research results noticed that

the AUC value of AJCC stage had risen from the 0.620–0.728 range of the 7th edition to the

0.670–0.773 range of the 8th edition [53–55], there was still a certain distance from the AUC value

of MARS model in this study (AUC: 0.831, 95%CI: 0.820–0.842).

Fig 3. The ROC curves of 10 ML algorithms and 7th AJCC stage on 5-year OS in the test set.

https://doi.org/10.1371/journal.pone.0280340.g003

PLOS ONE Evaluation of machine learning algorithms for the prognosis of breast cancer

PLOS ONE | https://doi.org/10.1371/journal.pone.0280340 January 26, 2023 9 / 15

https://doi.org/10.1371/journal.pone.0280340.g003
https://doi.org/10.1371/journal.pone.0280340


The result noted that MARS had the best performance among the 10 ML algorithms and

7th AJCC stage in predicting the 5-year OS of BC patients (Tables 2 and 3). MARS was a non-

parametric modelling method that extended the linear model, incorporating nonlinearities

and interactions between variables. It was a flexible tool that automated the construction of

predictive models [46]. There was currently no study using the MARS model to predict the

prognosis for BC patients, to the best of our knowledge. Several articles using different ML

models to predict the prognosis of BC patients aroused controversy [7–9, 14–16, 20, 25–28,

57]. Firstly, Kate et al [7] believed that NB was better than DT and LR through the research on

more than 160000 BC patients. Moreover, a meta-analysis of 11 articles about ML algorithms

Table 4. The evaluation of variable importance in the MARS model.

Variable nsubsets GCV(%) RSS(%)

Age at diagnosis 21 100.0 100.0

Tumor size 20 79.7 79.8

M status 19 62.5 62.7

Regional lymph node dissection 18 48.3 48.6

N status 17 42.2 42.5

Breast subtype 17 42.2 42.5

Radiotherapy 15 32.5 33.0

Grade 14 28.1 28.6

Marital status at diagnosis 12 21.5 22.1

Race 11 18.7 19.3

Chemotherapy 8 14.1 14.7

Surgery 6 10.6 11.1

Gender 0 0.0 0.0

Tumor site 0 0.0 0.0

Origin of primary 0 0.0 0.0

https://doi.org/10.1371/journal.pone.0280340.t004

Fig 4. An example showing web function (https://w12251393.shinyapps.io/app2/).

https://doi.org/10.1371/journal.pone.0280340.g004
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for BC risk calculation confirmed that the SVM algorithm was able to calculate breast cancer

risk with better accuracy value than other ML algorithms [57], but this article did not include

the MARS algorithm. Since ML models were susceptible to factors such as data sources, input

variables, and software, and the number of ML algorithms compared by many studies was dif-

ferent, so it was difficult to directly compare with the results of other studies.

To our surprise, this study noted that age at diagnosis was considered the most important

variable, even ahead of distant metastasis. While several findings proposed that age was as an

independent prognostic factor for BC [58–60], by it has been well documented that metastases

was the main cause of death for patients with breast cancer [61]. Estimating predictor impor-

tance, as everyone knows, was in general a tricky and even controversial problem. The evimp

function was useful in practice for MARS model but the following issues could make it mis-

leading [51]. For example, collinear (or otherwise related) variables could mask each other’s

importance, just as in linear models; this meaned that if two predictors were closely related,

the earth model building algorithm would somewhat arbitrarily choose one over the other

[51]. The chosen predictor would incorrectly appear more important [51]. So estimates of pre-

dictor importance could be unreliable because they could vary with different training data.

Nonetheless, there were some advantages of this research. Firstly, the data of this study

came from the SEER database, which was one of the most representative large tumor databases

in North America. Moreover, we compared the accuracy, F1-score, sensitivity, specificity, and

AUC values of 10 ML algorithms in detail and reported the P values of the AUC values, while

some other studies used less than 5 ML algorithms and rarely reported their P values [7–9, 14].

More significantly, we used the selected ML model in Web application development to provide

a good individualized prediction for others online.

This study also had several limitations. Firstly, the SEER database lacked some data effected

on the prognosis of patients, such as postoperative complications, surgical margin, and recur-

rence. Secondly, the models in this study were all trained and tested on different parts of the

same data set. Ideally, the model would be trained on one data set and validated on another

separately studied data set. This external verification could prove the universality of the model.

We could not use another external data set for external verification, so we had to divide the

data set into train set and test set. Although this research used the 9-fold cross-validation

method to reduce the over-fitting of the model and ensure the robustness of the model,

whether these ML models could be well generalized to new data sets required further research.

Thirdly, compared with traditional statistical models, ML algorithms had black

box characteristics. Interpretation and understanding of the ML model was a key issue.

Fourthly, since the sample size of this study exceeded 60000 and computation time required to

use deep learning was too long, this study did not test deep models, which may affect the

results of this study. Future work could be carried out to get a more accurate predictive model

by including more ML algorithms, such as deep learning modes.

Conclusions

The comparative study of multiple forecasting models utilizing a large data noted that MARS

based model achieved a much better performance compared to other ML algorithms and 7th

AJCC stage in individualized estimation of survival of BC patients, which was very likely to be

the next step towards precision medicine.
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