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Abstract

With the proliferation of online data collection in human-subjects research, concerns have
been raised over the presence of inattentive survey participants and non-human respon-
dents (bots). We compared the quality of the data collected through five commonly used
platforms. Data quality was indicated by the percentage of participants who meaningfully
respond to the researcher’s question (high quality) versus those who only contribute noise
(low quality). We found that compared to MTurk, Qualtrics, or an undergraduate student
sample (i.e., SONA), participants on Prolific and CloudResearch were more likely to pass
various attention checks, provide meaningful answers, follow instructions, remember previ-
ously presented information, have a unique IP address and geolocation, and work slowly
enough to be able to read all the items. We divided the samples into high- and low-quality
respondents and computed the cost we paid per high-quality respondent. Prolific ($1.90)
and CloudResearch ($2.00) were cheaper than MTurk ($4.36) and Qualtrics ($8.17). SONA
cost $0.00, yet took the longest to collect the data.

Introduction

As online data collection for human subjects through platforms like Amazon’s Mechanical
Turk (MTurk) becomes increasingly common [1], so too have concerns over the quality of
these data. Do participants on these platforms provide meaningful responses? A recent study
found that data quality from respondents on MTurk has decreased since 2015 [2]. That is, the
number of incoherent responses to open ended questions, inconsistent responses to the same
questions, responses in which participants report experiencing something impossible or highly
improbable, and patterns of responses indicating inattentive survey taking have increased.
Such patterns of responding are of particular concern as researchers have found that low-qual-
ity respondents can confound established correlations between variables, either strengthening
them [3-5] or, in some instances, changing the direction of the correlation [5]. While there is
evidence that data screening procedures can improve data quality, these results are mixed [6].
Furthermore, even with the ability to clean data post-hoc, paying for participants can be
expensive for researchers. Thus, it is important for researchers to understand their options
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with respect to online data collection and the quality of the data that each online platform pro-
vides. We investigated which of the most frequently used online data collection platforms pro-
duce the highest data quality.

Defining high-quality data

To be able to compare the data quality of various platforms, it is important to first clarify what
we mean when we describe a participant’s response as being high or low quality. Researchers
have identified various categories of low-quality responding: inattentive respondents (those
who hastily take a survey or do not follow the study’s explicit directions), dishonest respon-
dents (those who deliberately provide false information), respondents who fail to comprehend
a study’s directions, or unreliable respondents (those who provide different responses over
time) [7]. Some researchers may be interested in data quality from the perspective of external
validity. While representativeness is not the primary concern of this article, we provide a com-
parison between the demographic characteristics of the participants from each platform’s sam-
ple and the US population in S1 Appendix. In the present article, we only address data quality
with respect to the percentage of participants who meaningfully respond to the researcher’s
question (high quality) versus those who only contribute noise (low quality). Please note that
our use of the term “data quality” does not concern whether a sample generalizes to a larger
population. We only address data quality with respect to the percentage of participants who
meaningfully respond to the researcher’s question (high quality) versus those who only con-
tribute noise (low quality).

Data quality for online data collection

In general, researchers examining data quality from online survey platforms have consistently
found large proportions of low-quality responses [8-10]. Likewise, the Pew Research Center
has noted as much as 4% of responses to online polls are from low-quality participants [11].
Given that some responses will inevitably be low-quality when conducting online research,
researchers using these platforms benefit from knowing which platforms offer the highest
quality data.

Previous studies concerning data quality have mainly focused on MTurk and have found
mixed results. Initially, the studies found that alpha values for personality scales remained
within one hundredth of alphas based on in-person data collection, even when MTurk partici-
pants were paid as little as $0.01 [12]. Likewise, Roulin [13] noted several benefits to collecting
data through MTurk instead of other commercial data collection platforms such as Qualtrics,
including: high-quality data, the ability to collect data inexpensively, and a participant sample
that better represents the general population. Other researchers observed that MTurk produces
data of comparable quality to student samples and superior quality data to other forms of pro-
fessional platforms like Qualtrics and Lightspeed [14]. In yet another study, Smith and col-
leagues [15] compared US and non-US based MTurk participants with a Qualtrics sample and
found that while MTurk workers spent less time responding to the items, they correctly
responded to the attention checks scattered through the survey. Taken together, these studies
provided initial support for the idea that high-quality data can be obtained via MTurk.

High-quality data are not guaranteed on MTurk as has been observed in numerous studies,
particularly those conducted more recently. In a study examining how payment might incen-
tivize data quality in both US and India-based MTurk samples, Litman and colleagues [16]
demonstrated that participants were motivated by compensation and provided higher quality
data with higher pay. In comparison with both a community and campus pool of participants,
MTurk participants self-reported providing lower quality responses and were more
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experienced taking surveys than either of the comparison samples [17]. In another study, par-
ticipants were asked if they were colorblind followed by a series of colorblindness tests [18].
These colorblindness tests were designed so that some images would be visible for all partici-
pants, regardless of colorblindness or consisted of questions about types of colorblindness
which do not exist (i.e., red-blue colorblindness). The authors determined that more than half
of the participants misreported having colorblindness [18]. Yet another study using the HEX-
ACO-96 personality measure found that upwards of 15% of participants gave noncompliant,
or seemingly random, responses [6]. Also, findings of poor-quality data have become increas-
ingly frequent as demonstrated over the course of a four-year period of testing the psychomet-
ric properties of the Big-5 Personality Inventory (i.e., Cronbach’s alphas and internal validity
between scales) [2]. To summarize, concerns over MTurk data quality are increasingly
warranted.

While there are many studies on the topic of data quality in MTurk samples, less research
has examined alternative platforms. One such study examined the data quality of Prolific.ac,
CrowdFlower, and a student participant pool in addition to MTurk [19]. The authors’ indica-
tors of data quality included time spent taking the survey, the accuracy in responding to the
attention checks, and the reliability of the established psychological measures. Participants
were also asked about their frequency taking online studies. Results indicated that Prolific par-
ticipants took the fewest number of studies. Additionally, while CrowdFlower participants
failed the most attention checks, both CrowdFlower and Prolific participants had lower levels
of dishonest behavior than the MTurk participants. Overall, Prolific was recommended as an
alternative to MTurk [19]. While these results are promising for Prolific, more research is
needed to establish Prolific as a definitively superior option over MTurk in terms of data
quality.

Among the more frequently used alternatives to MTurk is CloudResearch (previously
known as TurkPrime). CloudResearch features multiple methods for online data collection
including the MTurk Toolkit (which interfaces directly with MTurk) and Prime Panels (which
recruits participants independently from MTurk). One study comparing data quality between
MTurk and CloudResearch’s Prime Panels found that once the initial attention checks were
used to screen out participants, Prime Panels had a more diverse, less experienced sample and
provided better data quality than MTurk. However, more Prime Panel participants failed the
initial attention checks than MTurk participants [20]. In another study, researchers examined
how easy it was to recruit a difficult-to-reach population (namely individuals interested in par-
ticipating in a smoking-cessation study) on various platforms [21]. The authors recruited par-
ticipants through CloudResearch’s MTurk Toolkit, Qualtrics, Soapbox Sample, and Reddit.
More participants from the desired population were recruited from Soapbox Sample than any
other platform, but the participants recruited through CloudResearch provided the highest
quality data. Given the small number of studies and the somewhat inconsistent results, we can-
not yet draw conclusions about how CloudResearch’s data quality compares with that of other
data collection platforms.

Recent events related to the COVID-19 pandemic have led to changes on data collection
platforms which likely affect the quality of data obtained through these platforms. Due to the
financial crisis starting in 2020, the demographics of MTurk workers are now more represen-
tative of the overall US population—more Republican, male, and non-White [22]. However,
these new participants also appear to be less experienced with online surveys and provide less
thoughtful responses. Worse data quality has also been found following the COVID-19 pan-
demic on Lucid [23], another data collection platform which had previously been recom-
mended as a viable alternative to MTurk [24]. These results suggest that not only is it
important to understand data quality for online platforms generally, but also we are currently
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undergoing a period of change on these platforms and should take particular note of data qual-
ity in the wake of the COVID-19 pandemic.

One final reason it is important to examine data quality is to gain an independent perspec-
tive on data quality not influenced by researchers affiliated with the data collection platforms.
A recent controversy arose between researchers affiliated with Prolific and CloudResearch
when individuals affiliated with Prolific (including the company’s CEO) published findings
stating that Prolific offered the highest quality data among a series of data collection platforms
including CloudResearch [7]. The CloudResearch team offered a rebuttal after identifying that
the Prolific team had disabled many of CloudResearch’s data quality filters [25]. The Prolific
researchers subsequently republished their findings with a second study which used CloudRe-
search’s filters [7]. This exchange between Prolific and CloudResearch highlights the impor-
tance of disinterested science. As such, the present research expands upon these existing
findings by testing data quality from the perspective of researchers unaffiliated with any data
collection platform.

As online data collection becomes increasingly common, researchers will benefit from
knowing which platforms produce the highest quality data. However, existing studies examin-
ing data quality have been largely restricted to MTurk. Likewise, these studies do not account
for recent changes in data quality, such as those caused by the COVID-19 pandemic and the
associated financial crisis. We therefore decided to do a rigorous comparison of five of the
most commonly used online data collection platforms.

Methodological approaches for testing data quality

Researchers have used a variety of indicators to assess data quality. Among the most common
indicators of data quality are attention checks. Attention checks allow researchers to examine
if a participant provides meaningful responses at different stages throughout the survey. Thus,
attention checks are particularly useful in longer surveys as previous studies have shown that
the longer a survey, the less careful participants become [26]. Although frequently used, the
use of attention checks is not without concern. While Hauser et al. [27] found that instruc-
tional manipulation checks (a particular type of attention check) did not alter the observed
effects of their study, Hauser et al. [28] subsequently discovered that researchers alter the psy-
chological experience of taking a survey by including attention checks. As such, these authors
recommend testing any attention checks prior to their use in a survey.

Likewise, researchers have found that some instances of non-compliant responding do not
indicate inattentive responding. When presented with attention checks like “All my friends are
aliens,” and asked to respond, some participants gave thoughtful responses such as “What does
that even mean, we're all aliens if there’s other life out there” [29]. While this is not the
response the researchers likely were looking for, it does not indicate that the participants were
inattentive. More than anything, this example highlights the importance of developing
straightforward questions and attention checks that will not confuse participants. Additionally,
attention checks do not catch all low-quality respondents. Barends and de Vries [6] found that
while 15% of respondents gave incoherent responses to the survey, roughly 2% of the total
sample nonetheless passed the instructional attention checks. While none of these findings
suggest that one should abandon attention checks altogether, it is important to acknowledge
the shortcomings of attention checks and use them in junction with other measures when test-
ing for data quality.

Another indicator of data quality is the amount of time participants spend answering the
survey questions. Researchers examining online data collection have established that speedy
responses are associated with worse data quality [30-32]. More recently, Wood et al. [33]
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compared the number of seconds spent on each survey item with other indicators of data qual-
ity and established that when less than 1 second was spent per item, data quality dropped. The
use of a 1 second per item speed cutoff has been subsequently used as an indicator of low-qual-
ity data [20,34].

One other common data quality indicator is derived from the psychometric properties of
existing scales, such as personality inventories. For example, in testing data quality on MTurk,
Rouse [35] used the openness subscale of a Big-5 Personality Inventory measure and compared
the alpha value for the MTurk sample with the alpha value found by Goldberg [36] who used a
large-scale national sample. Even when participants who failed the attention checks were
removed from the analyses, the alpha value for the MTurk sample was significantly lower than
the one reported by Goldberg. Other personality measures have been used in many data qual-
ity studies [e.g., 2,6,16]. Among the most commonly used personality inventories is Costa and
McCrae’s [37] NEO-PI-R Domains obtained through the International Personality Item Pool
(IPIP) [38] which includes 5 positive-keyed and 5 negative-keyed items for each trait of the
Big-5. This inventory allows researchers to test for expected alpha values for each trait and is
an established indicator of data quality [e.g., 20]. The NEO-PI-R Domains are particularly
effective as they use the same number of positively and negatively keyed items, which is recom-
mended when using alpha values to assess data quality [39]. As such, it is possible that the
results from past studies that use scales with an unbalanced number of positively and nega-
tively keyed items [e.g., 12] may be less accurate than studies which use balanced measures like
the NEO-PI-R. Researchers conducting studies about data quality should be mindful of their
scale items if they intend to use alpha values as an indicator of data quality.

Yet another indicator of data quality is suspicious responses to open-ended questions. For
example, when given an open response box to report thoughts or ask questions at the end of
the survey, responses written in all caps, one-word responses seemingly unrelated to the
prompt, restatements of parts of the question, or nonsensical phrases have all been used as
indicators of low-quality responses [2,11].

Because there is no single best indicator of data quality, almost all studies on data quality
use several methods. Using multiple approaches is ideal because the shortcomings of one data
quality indicator are compensated by the strengths of other indicators. Given the advantages
of combining data quality indicators, we decided to employ multiple methods such that we
can accurately determine the quality of the data provided by a given platform.

The present study

The purpose of the present study was to assess the data quality of online data collection plat-
forms. To this end, we examined the data quality on five frequently used platforms and deter-
mined which platform offers the best price per high-quality respondent.

Method
Participants

We recruited adult participants (N = 2729) from the United States through MTurk (n = 500),
CloudResearch (n = 505), Prolific (n = 496), Qualtrics (n = 575), and an undergraduate student
sample overseen by our department, SONA (n = 653). Because participants self-selected into
each of the five data collection platforms, assignment to the five groups was not random. For
all paid platforms (i.e., MTurk, CloudResearch, Prolific, and Qualtrics) only participants who
submitted the survey received payment. As such, the attrition rate from these platforms was
0%. SONA participants had a higher attrition rate with 17.92% of participants (117 partici-
pants) providing only a partial response. We removed participants who progressed through
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less than 30% of the survey. A total of 555 participants recruited through SONA were included
in our analyses. See Table 1 for a demographic breakdown of each of the five samples.

Participants were paid $0.96 on MTurk, CloudResearch, and Prolific. The payment rate was
based on the US federal minimum wage ($7.50 per hour). Payment information was not avail-
able from Qualtrics because Qualtrics does not allow researchers to determine participants’
compensation. Note that the aforementioned dollar amounts refer to the compensation that
participants actually received. These amounts are different from the costs for the researchers
because each platform charges additional fees (i.e., a 20% fee on MTurk, a combination of a
20% fee plus additional charges on CloudResearch, a 30% fee on Prolific, and a flat rate based
on survey length and additional restrictions on Qualtrics). Participants recruited through
SONA received course credit for their participation. For all platforms that permitted the
option (i.e., MTurk, CloudResearch, and Prolific), we recruited participants who had com-
pleted a minimum of 100 surveys in the past and had an approval rating of 95% or higher as is
standard practice for online data collection in the social sciences [20]. It was not possible to
include eligibility requirements based on either the number of past surveys taken or approval
rate on Qualtrics or SONA. We did not use demographic quotas (i.e., quotas to ensure the
same demographic distributions on all platforms) while recruiting participants.

Platforms

Participants were recruited through five commonly used data collection platforms, MTurk,
CloudResearch, Prolific, Qualtrics, and SONA. See S1 Appendix for information about how
we determined which platforms to use in our study.

As each platform operates slightly differently, we describe below how the platforms recruit
and compensate participants. MTurk recruits participants for a given study from its own pool
of potential workers. When a researcher posts a survey (also called a “hit”) it appears on the
dashboard of any worker who qualifies for the study. Workers can then opt to take the survey
and are compensated with Amazon credit upon completion.

CloudResearch includes multiple options for data collection. We included CloudResearch’s
interface for MTurk (the MTurk Toolkit) in the study. The MTurk Toolkit should not be con-
fused with CloudResearch’s other data collection options (i.e., Prime Panels and a managed
research option) which we did not examine in our research. The MTurk Toolkit posts surveys
to MTurk through CloudResearch’s interface and applies various filters designed to only
include respondents who will provide high-quality data. The data quality filters used in our
study included CloudResearch’s approved participants list, a duplicate IP address block, a sus-
picious geo location block, and a worker country location verification. Participants recruited
through CloudResearch’s MTurk Toolkit are paid with Amazon credit.

Prolific is designed similarly to MTurk and uses its own pool of participants. Prolific’s par-
ticipants are paid cash for completing surveys.

Qualtrics uses a variety of recruitment methods including directly emailing participants.
Researchers connect with a representative from Qualtrics who then posts the survey on the
researcher’s behalf (for example, in our study we requested that Qualtrics recruit 500 adults
from the US). Qualtrics then distributes the survey on other data collection platforms, however
which platforms is not specified to the researcher. Participants recruited through Qualtrics are
compensated with various rewards including cash, gift cards, air miles, and coupons for food.
These rewards are determined based on the participant’s preference.

Our undergraduate sample was recruited through SONA. SONA is a platform where orga-
nizations (in our study the University of Wisconsin-Madison Psychology Department) can
create their own pool of participants and can be designed to meet the needs of a department or
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Table 1. Demographic information by platform.

Measure MTurk CloudResearch Prolific Qualtrics SONA
(N =500) (N =505) (N = 496) (N =575) (N = 555)
Age 38.75 41.99 37.23 64.34 18.53
(11.53) (12.92) (14.01) (13.06) (1.27)
Gender
Female 36.20% 50.50% 67.54% 66.61% 62.34%
Male 63.40% 48.32% 30.44% 32.70% 29.01%
Another identity 0.00% 0.40% 1.41% 0.35% 0.36%
Prefer not to say 0.40% 0.79% 0.60% 0.17% 0.36%
No response 0.00% 0.00% 0.00% 0.17% 7.93%
Identify as Transgender
Yes 7.00% 0.99% 2.42% 0.87% 0.72%
No 92.00% 98.22% 96.37% 98.43% 90.99%
I am unsure 0.00% 0.20% 0.20% 0.17% 0.36%
Prefer not to say 0.80% 0.59% 1.01% 0.52% 0.00%
No response 0.20% 0.00% 0.00% 0.00% 7.93%
Ethnicity
American Indian or Alaskan Native 1.20% 0.99% 2.02% 0.70% 0.72%
Asian or Asian American 4.00% 9.31% 12.90% 0.70% 21.44%
Black or African American 15.00% 7.72% 9.88% 1.74% 3.78%
Latino, Hispanic, Chicano, or Puerto Rican 5.80% 4.95% 8.67% 2.43% 6.49%
Middle Eastern, Arab American, or North African 0.40% 0.79% 0.60% 0.35% 1.80%
Native Hawaiian or Pacific Islander 0.00% 0.59% 0.00% 0.00% 0.36%
White or European 75.40% 79.01% 72.38% 94.96% 67.93%
Another Identity 0.60% 1.19% 0.60% 0.35% 0.36%
Prefer not to say 1.00% 0.99% 0.40% 0.52% 0.36%
No response 0.00% 0.20% 0.00% 0.00% 8.11%
Sexual Orientation
Straight or Heterosexual 82.60% 89.70% 79.23% 92.70% 79.28%
Gay or Homosexual 1.80% 2.97% 3.23% 2.43% 1.98%
Bisexual 15% 4.55% 13.71% 2.78% 7.93%
Another identity 0.20% 1.19% 2.02% 0.52% 0.54%
Prefer not to say 0.40% 1.58% 1.81% 1.57% 2.16%
No response 0.00% 0.00% 0.00% 0.00% 8.11%
Family Income
Less than $10,000 2.00% 2.77% 6.25% 3.48% 1.44%
$10,000 - $19,999 4.60% 5.74% 7.26% 10.78% 0.90%
$20,000 - $29,999 9.00% 7.92% 9.07% 12.17% 2.16%
$30,000 - $39,999 11.00% 10.30% 10.48% 11.65% 3.96%
$40,000 - $49,999 15.40% 10.30% 11.69% 9.39% 4.68%
$50,000 - $59,999 19.00% 12.87% 9.07% 9.74% 5.23%
$60,000 - $69,999 7.60% 8.71% 8.27% 7.83% 4.68%
$70,000 - $79,999 8.80% 9.50% 9.27% 6.96% 6.13%
$80,000 - $89,999 7.00% 5.74% 4.44% 5.39% 3.42%
$90,000 - $99,999 7.40% 7.13% 5.44% 4.35% 4.68%
$100,000 - $149,999 6.40% 12.48% 10.48% 12.52% 18.38%
More than $150,000 1.80% 5.94% 7.86% 5.74% 35.68%
No response 0.00% 0.59% 0.40% 0.00% 8.65%
Highest level of education completed
(Continued)
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Table 1. (Continued)

Measure MTurk CloudResearch Prolific Qualtrics SONA
(N =500) (N =505) (N = 496) (N =575) (N = 555)

Less than high school education 0.20% 0.59% 0.40% 0.70% 0.18%
High school graduate 5.00% 6.93% 12.90% 22.26% 48.29%
Some college 7.00% 17.43% 24.40% 21.04% 40.18%
2-year degree 5.40% 10.30% 10.69% 13.57% 0.72%
4-year degree 60.00% 46.53% 36.29% 25.91% 2.16%
Master’s degree 21.80% 14.85% 11.09% 13.57% 0.18%
Doctorate or professional degree 0.60% 3.37% 4.03% 2.96% 0.18%
No response 0.00% 0.00% 0.20% 0.00% 8.11%

Political Affiliation (ANES)
Strong Republican 21.60% 12.28% 6.85% 24.00% 5.23%
Weak Republican 7.60% 12.67% 7.66% 12.52% 13.51%
Independent Republican 2.20% 8.12% 5.44% 6.43% 7.39%
Independent Independent 3.60% 10.30% 11.69% 13.74% 13.51%
Independent Democrat 3.40% 10.50% 13.71% 6.61% 9.73%
Weak Democrat 15.60% 20.00% 19.35% 13.57% 22.70%
Strong Democrat 46.00% 25.94% 35.28% 23.13% 19.64%
No response 0.00% 0.20% 0.00% 0.00% 8.29%

Party Affiliation
Republican Party 28.80% 32.87% 19.35% 46.09% 22.88%
Libertarian Party 2.60% 6.34% 6.45% 2.78% 7.57%
Democratic Party 67.60% 56.24% 62.90% 47.83% 55.14%
Green Party 1.00% 3.56% 11.09 3.30% 5.95%
No response 0.00% 0.99% 0.20% 0.00% 8.47%

Note. Table 1 includes mean and standard deviation for age by platform. For all other demographic measures, we report the percentage of participants who selected each

response by platform. Participants could select more than one option for ethnicity. Some percentages may not add to 100% due to rounding.

https:/doi.org/10.1371/journal.pone.0279720.t001

lab. Our SONA participant pool included students who sign up for studies in exchange for
course credit.

Participants on MTurk and CloudResearch were prevented from taking the survey on both
platforms. It was not possible to implement similar preventions between other platforms
because only MTurk and CloudResearch use the same worker IDs.

Materials

Our study consisted of an online survey administered through Qualtrics’ survey design
software.

Attention checks. We measured attention to the survey through five attention checks. In
the first attention check we asked participants to identify the color that was mentioned in the
consent form, a measure previously used by Douglas et al. [40]. In the second attention check
participants were asked to leave a text-entry box empty. The third attention check occurred as
part of the personality inventory to which we added an item asking participants to select
“strongly agree” from five potential response options. In the fourth attention check partici-
pants reported if they have any type of colorblindness. This colorblindness check was adapted
from Kan and Drummey [18]. The various response options included “red-blue colorblind-
ness,” which does not exist. Selecting this option indicated that participants were not paying
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attention to the question. In the fifth attention check we asked participants to complete a sim-
ple arithmetic problem (what is 3 x 4?).

Personality inventory. Participants’ personality traits were assessed using the 50-item
version of Costa and McCrae’s [37] NEO-PI-R Domains obtained from the International Per-
sonality Item Pool (IPIP) [38]. Participants were asked to evaluate the extent to which they
agreed with various statements about themselves on a 5-point Likert response scale ranging
from “Strongly disagree” to “Strongly agree.” Sample items are “I often feel blue” (neuroti-
cism), “I feel comfortable around people” (extroversion), “I have a vivid imagination” (open-
ness), “I believe that others have good intentions” (agreeableness) and “I pay attention to
details” (conscientiousness).

Sustainability. Participants were shown one of three 75-second videos about sustainabil-
ity mid-way through the survey. Participants were later shown short descriptions of each of
the three videos and were asked to choose the description of the video that matched what they
had seen. Correct identification of the description indicated correct recall of the video. Partici-
pants were asked a series of follow-up questions including the extent to which they thought the
government should invest in green energy. Participants were asked this same item again 21
questions later in the survey to assess the test-retest correlation of participant responses.

Belief in conspiracy theories. We measured participants’ belief in conspiracy theories
using Brotherton et al.’s [41] Belief in Conspiracy Theories Scale. The scale includes 15 items
each describing a different conspiracy theory (e.g., “Some UFO sightings and rumors are
planned or staged in order to distract the public from real alien contact”). Participants
responded to each of the items on a 5-point Likert scale ranging from “Definitely not true” to
“Definitely true.”

Experience taking online surveys. Participants were asked the frequency with which they
take online surveys. We asked participants how many surveys they think they had taken over
the past seven days and over the past year.

Survey meta-data. We also measured the amount of time each participant spent complet-
ing the survey. We categorized participants who took the survey in more than 3 minutes as
having passed the speed indicator. The specific 3-minute cutoff was determined by having a
research assistant take the survey as fast as possible. Three minutes was the fastest the survey
could be completed while still reading each question. Additionally, because participants com-
pleted 106 survey items and watched one of three approximately 75-second videos, if partici-
pants spent 1 second per question the survey should take (at a minimum) 181 seconds to
complete. Thus, the 3-minute cutoff was also consistent with Wood et al.’s [33] finding that
response quality drops if participant spend only 1 second on each question. We also recorded
participants’ IP address, geolocation, worker ID, and the number of missing responses
throughout the survey. Having a unique worker ID, IP address, and geolocation were also used
to indicate high-quality data as these identifiers should be unique to each participant.

Demographics. We included demographic measures for age, gender identity, identity as
transgender, ethnicity, sexual orientation, family income, highest level of education completed,
political affiliation, party affiliation, and political opinions. To measure political affiliation, we
used the American National Election Studies’ (ANES) Party Identification 7-Point Scale [42].
This measure involves a two-step procedure in which participants first are asked if they iden-
tify as a Democrat, Republican, or neither. If participants identify as a Democrat or Republi-
can, they are then asked to specify how strongly they identify with that party. If participants
identify as neither, they are prompted to select if they feel closer to the Democratic Party,
Republican Party, or neither. Participants also reported their party affiliation from one of four
political parties they would vote for in a hypothetical state election (Republican Party, Libertar-
ian Party, Democratic Party, and Green Party). We included measures of political opinion
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with respect to social and economic issues (e.g., “Please select the statement that most closely
describes your political beliefs on social issues” with 5 response options ranging from “I am
very conservative” to “I am very liberal”).

End of survey questions. Participants were given the opportunity to provide feedback in
an open-response text box. We also asked participants to check a box if they believed their
data should be considered low-quality. Participants were told that responding to the survey
while “distracted, respond[ing] to questions without reading them, or pick[ing] answers ran-
domly” could lead to low-quality data. Selecting the box to indicate low-quality data did not
affect their payment.

Procedure

Prior to posting the survey on each of the platforms we reached out to representatives from
CloudResearch, Prolific, and Qualtrics to ensure that we were using all possible means to guar-
antee high data quality. It was not possible to reach out to MTurk as they do not have a repre-
sentative we could contact. Prior to posting our study on SONA, the study was reviewed by
our department’s Introduction to Psychology Research Coordinator who oversees the depart-
ment’s SONA participant pool. We did not receive funding from any of the platforms. The sur-
vey was estimated to take 8 minutes to complete.

Ethics statement

This study was approved by the Minimal Risk Research Board of the University of Wisconsin-
Madison Institutional Review Board. A waiver of signed consent was approved by the IRB.
Participants were required to read the consent form, agree to participate, but not sign the form
prior to participating in the study.

Results

We conducted 11 inferential tests per outcome measure, 10 tests that compared each platform
to each of the other platforms and 1 overall 4-df test examining the null hypothesis that there
were no differences between the five platforms. For continuous outcomes we used regular
regression and conducted standard (Fisher) F-tests. For dichotomous outcomes we used logis-
tic regression and conducted likelihood ratio tests that yielded a Chi-square value. In all analy-
ses we used dummy codes to do pairwise comparisons between platforms. We created a set of
four dummy codes with MTurk as the reference group and tested their statistical significance
without any kind of adjustment. Given we had no a priori hypotheses about differences in data
quality between the other four platforms, we did post-hoc pairwise comparisons between Pro-
lific, CloudResearch, Qualtrics, and SONA using different sets of dummy codes and applying a
Holm-Bonferroni adjustment to determine statistical significance (i.e., to account for the fact
that we already “used up” all available degrees of freedom for the test of our a priori hypothe-
ses) [43].

Participants from SONA were not included in the analysis for the unique IP address and
unique geolocation outcome measures as these participants were all located on the same uni-
versity campus and thus these participants should share IP addresses and geo locations. For
these two sets of analyses, we conducted a total of 7 inferential tests, 6 tests that compared each
platform to each of the other platforms and 1 overall 3-df test examining the null hypothesis
that there were no group differences.

Additionally, because device type (mobile device vs. desktop/laptop computer) affects the
presentation of the survey, we controlled for device type when regressing completion time (a
continuous outcome measure) on each of the four sets of dummy codes.
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Table 2. Percent of participants with high-quality data for the dichotomous outcome measures, and the cost we paid per high-quality respondent broken down by

platform. "High-Quality Respondents" are Those Who Passed 4 or More Attention Checks (rows 1-5) and the Other Criteria Reported (rows 6-11).

MTurk CloudResearch Prolific Qualtrics SONA
Outcome Measure (N =500) (N =505) (N =496) (N =575) (N =555)
Select Strongly Agree* 93.80%" 97.03%" 98.39%", 93.04%" .y 89.01%¢.,
Pass Arithmetic Check* 98.40%", 99.41%", 99.19%", 97.74%", 91.71%",
Pass Color Recall Check* 75.76%", 95.84%",, 98.58%° 93.56%" 92.80%",
Leave Textbox Blank* 98.80%°, 100.00%",, 100.00%",, 99.83%",,,, 99.64%
Pass Colorblindness Check* 88.60%°, 98.02%",, 98.59%",, 93.90% "y 98.59%",
Unique Worker ID* 99.60%°, 100.00%", 100.00%2, 100.00%"%, 77.12%°,,
Unique IP Address* 97.20%°, 99.21%",, 98.79%° 1y 100.00%°,, -
Unique Geolocation* 53.40%", 90.10%",, 89.929%",, 88.70%",, -
Time > 3 Minutes* 82.60%", 88.91%",, 90.12%",, 78.96%", 81.98°,
Meaningful or Blank Open Response* 82.20%", 99.01%",, 99.19%", 99.30%",, 99.64%",,
Self-Reported High Data Quality* 54.40%", 79.80%°,, 85.89%", 85.39%°,, 77.12%",,
High-Quality Respondents* 26.40%°, 61.98%" 67.94%" 53.22%", 52.79%y
Total Cost $575 $625 $640 $2500 $0
Cost We Paid per High-Quality Respondent $4.36 $2.00 $1.90 $8.17 $0.00

Note. Higher percentages indicate higher data quality on each outcome measure. Percentages with different superscripts a-e are significantly different at the p < .05
threshold. A * indicates that the overall multiple-df test was statistically significant at the p < .05 threshold. Percentages with different subscripts v-y are significantly
different at the p < .05 threshold when controlling for participants’ age, gender, ethnicity, sexual orientation, income, and level of education. Measures used to compute
the composite High-Quality Respondents score (line 12) are included in lines 1-11 of Table 2.

https://doi.org/10.1371/journal.pone.0279720.t002

To assess the test-retest reliability, we examined the strength of the relationship between
participants’ response to the item “the government should invest in green energy” and their
response to the same item presented later in the survey. More precisely, we regressed partici-
pants’ time 2 response on their time 1 response, 4 dummy codes, and the 4 interaction terms
involving the time 1 response and each of the dummy codes. By running several regression
analyses with different sets of dummy codes, we were able to examine if the test-retest reliabil-
ity of each platform was statistically different from that of each of the other platforms. We
again applied no adjustment for the a priori comparisons involving MTurk, but a Holm-Bon-
ferroni adjustment for the post-hoc comparisons not involving MTurk.

Results for various dichotomous indicators of data quality are presented in Table 2. In gen-
eral, participants provided higher quality data on Prolific and CloudResearch than on MTurk,
Qualtrics, or SONA. We found significant differences between platforms for all of the dichoto-
mous outcomes: the percentage of respondents who selected the response option “Strongly
agree” when instructed to do so, passed a simple arithmetic attention check, gave a meaningful
answer to the question about recalling the color mentioned in the consent form, left the
textbox blank when instructed to do so, answered the question about colorblindness in a
meaningful manner, had a unique worker ID, had a unique IP address, had a unique geoloca-
tion, completed the survey in more than 3 minutes, gave a meaningful or blank response when
asked an open-ended question, and reported at the end of the survey that their data were of
high quality and should be included in the data analyses.

We computed the percentage of high-quality respondents for each platform. A respondent
was classified as high-quality when they failed no more than 1 of the five attention checks, had
a unique worker ID, IP address, and geolocation, completed the survey in 3 minutes or longer,
provided meaningful responses to (or left blank) the optional open-response text box, and
indicated that their data were high quality. Prolific and CloudResearch—and to a lesser extent
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Qualtrics and SONA-had a considerably greater percentage of high-quality respondents than
MTurk (see Table 2). We further computed how much money we spent per high-quality
respondent. With $1.90 and $2.00 Prolific and CloudResearch were “the best deals,” whereas
MTurk ($4.36) and Qualtrics ($8.17) had a worse quality-price ratio among paid platforms.
Since SONA participants were not monetarily compensated, the cost was $0.00. While recruit-
ment on the four paid platforms took a matter of days, recruitment on SONA took the dura-
tion of a semester (14 weeks).

Fewer participants had unique worker IDs on SONA than any other platform. The low per-
centage of unique worker IDs was attributed to participants opening the survey via SONA,
then terminating the survey before viewing all of the survey items, and then re-taking the sur-
vey. These partial responses on SONA also help explain why SONA had more missing
responses to survey items than any of the other platforms (see Table 3).

Participants reported their recall of the content from a video about sustainability. A signifi-
cantly smaller proportion of participants correctly recalled the content of the video on MTurk
(52.20%) than on any of the other platforms. Among the other platforms, a greater percentage
of participants on CloudResearch (81.78%) and Prolific (83.47%) correctly recalled the video
content than on Qualtrics (74.96%) and SONA (72.99%). There were no significant differences
in the percentage of participants who correctly recalled the video between CloudResearch and
Prolific nor between Qualtrics and SONA.

We also examined several continuous outcome measures that were directly or indirectly
related to data quality (see Table 3). Only SONA had significantly more missing responses than
any other platform. MTurk, Prolific, and SONA respondents scored higher on neuroticism and
lower on conscientiousness in the Personality Inventory than respondents from CloudResearch
and Qualtrics. In general, the scale reliabilities for the MTurk sample were lower than those of
both the other platforms and a normed reference group (IPIP) [36]. MTurk participants were
more likely to believe in conspiracy theories than participants from any of the other four plat-
forms. The relationship between participants’ opinion about green energy investment and that
same opinion measured later in the survey was considerably smaller on MTurk than on the
other four platforms. MTurk and CloudResearch participants reported having taken more sur-
veys in the last year than Prolific participants. Qualtrics participants had taken more surveys
than SONA participants who reported the fewest number of surveys taken. Additional findings
concerning how representative each platform was of the US population and how our results
change after the removal of low-quality respondents can be found in S1 Appendix.

Discussion

We sought to determine which online data collection platforms produced the highest quality
data. We compared MTurk, CloudResearch, Prolific, Qualtrics, and an undergraduate student
sample (i.e., SONA). CloudResearch and Prolific provided higher quality data than MTurk,
Qualtrics, and SONA. The cost we paid per high-quality respondent was approximately $2.00
for CloudResearch and Prolific, the cost was more than twice that on MTurk and over four
times the cost on Qualtrics. Collecting participants on SONA was free, thus the cost we paid
per high-quality respondent was the lowest for SONA. However, researchers may consider fac-
tors in addition to cost, such as the time required to collect responses, when making decisions
about which platform is ideal for a given study. Overall, Prolific and CloudResearch provided
the highest quality data, for the lowest price.

Our results expand upon previous findings showing that both Prolific and CloudResearch
provide high-quality data [e.g., 7] by providing a cost estimate per high-quality respondent for
each platform. The cost estimate also offers a starting point when considering other platforms
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Table 3. Descriptive statistics for the continuous outcome measures directly or indirectly related to data quality, broken down by platform.

Measure MTurk CloudResearch Prolific Qualtrics SONA
(N =500) (N =505) (N =496) (N =575) (N =555)
Number of Missing Responses* 0.03%, 0.03%, 0.02°, 0.01%, 6.34°,
(0.18) (0.24) (0.26) (0.16) (22.51)
Personality Inventory (mean scores)
Neuroticism* 2.66%, 2.37%, 2.79% 2.35%, 2.74%,
0.67) (0.95) (0.94) (0.77) (0.74)
Extroversion* 3.14%, 3.02°, 2.90°, 3.04%, 3.484,
(0.61) (0.85) (0.89) (0.72) (0.72)
Openness* 3.36% 3.74%, 3,925 3.35%, 3.70%
(0.61) (0.75) (0.68) (0.67) (0.59)
Agreeableness* 3.43°%, 3.92%, 3.75% 3.95% 3.87%,
(0.64) (0.64) (0.62) (0.57) (0.52)
Conscientiousness* 3.50%, 3.98%, 3.63% 3.91%,, 3.60%
(0.67) (0.70) (0.77) (0.63) (0.64)
Personality Inventory (Cronbach’s Alphas)
Neuroticism (IPIP = .86) .70 92 .90 .88 .85
Extraversion (IPIP = .86) .67 .89 .89 .86 .87
Openness (IPIP = .82) .65 .82 .79 78 74
Agreeableness (IPIP = .77) 72 .83 .79 .82 .75
Conscientiousness (IPIP = .81) .75 .88 .88 .86 .82
Belief in Conspiracy Theories* 3.26%, 246", 2.61°, 2.43°, 2.56°
(1.02) (1.04) (0.97) (0.95) (0.85)
Correlation Between T1 and T2 Response to the Same Question* 547, 87°, 87°, 88°, 69
Number of Surveys Taken (7 Days)* 45.99%, 59.05%, 19.15%,, 37.39% 1.97°,
(96.79) (70.64) (22.01) (604.64) (4.63)
[15.00] [40.00] [13.50] [5.00] [2.00]
Number of Surveys Taken (1 Year)* 1554.95%, 1735.53%, 598.38bW 300.76bcx 6.68
(5827.10) (3306.19) (3602.91) (1012.11) (30.26)
[130.00] [800.00] [170.00] [50.00] [3.00]
Completion Time (Seconds)* 746.07°, (450.40) 647.54%, 692.81%, (398.07) 1017.27%, (1262.26) 6389.89bV
[618.50] (311.40) [625.00] [762.00] (42804.54)
[568.00] [715.00]

Note. The reported values are mean values for each platform. Standard deviations are reported in parentheses. For highly skewed variables we also present median values

in brackets. Means with different superscripts a-d are significantly different at the p < .05 threshold. A * indicates that the overall multiple-df test was statistically

significant. Means with different subscripts v-x are significantly different at the p < .05 threshold when controlling for participants’ age, gender, ethnicity, sexual

orientation, income, and level of education. The IPIP values represent Cronbach’s Alphas values reported by the International Personality Inventory Pool and come

from an existing sample of N = 856 participants [37]. For MTurk, CloudResearch, and Prolific, participants were only eligible to take our survey if they had previously

completed a minimum of 100 surveys.

https://doi.org/10.1371/journal.pone.0279720.t003

for data collection. For example, previous researchers examining data quality on Dynata
describe paying $2.50 per completed survey yet found worse data quality than provided by
MTurk [44]. While it is not possible for us to estimate a cost per participant on a platform we
did not examine, one could predict that a platform with previously identified low-quality data
and high costs would be less cost efficient than other options with high-quality data and low
costs. Our cost estimates also provide a comparison point with other approaches to online data
collection. All of the platforms we examined cost less per high-quality participant than previ-
ously reported costs per participant (regardless of quality) for online advertisements on web-
sites like Facebook [45]. It should be noted however, that the cost of data collection on each of
the platforms depends on how one measures data quality. For example, were one to remove
the self-reported data quality measure from our results the (relatively minor) difference in cost

PLOS ONE | https://doi.org/10.1371/journal.pone.0279720 March 14, 2023 13/17


https://doi.org/10.1371/journal.pone.0279720.t003
https://doi.org/10.1371/journal.pone.0279720

PLOS ONE

Data quality in online human-subjects research

between CloudResearch and Prolific would diminish. Additionally, because previous findings
have demonstrated that increasing participant pay can improve data quality [16], these cost
estimates may differ with different pay rates. Overall, our findings regarding the cost we paid
per high-quality respondent provide an initial comparison point for researchers considering
which data collection platform is best suited to a given project (and that project’s budget).

Several of the outcome measures included in our study speak to data quality indirectly and
should be considered as an indicator of data quality on a case-by-case basis. For example, we
included Brotherton et al.’s [41] Belief in Conspiracy Theories Scale. That MTurk participants
had significantly higher average scores on this scale does not inherently mean that MTurk pro-
duces worse data quality. However, if we imagine a team of researchers studying the public’s
trust in the government, MTurk may or may not be the ideal platform for their study. Similar
conclusions can be drawn about participant’s responses to the personality inventory. While
there is nothing inherently better or worse about having more neurotic or conscientious indi-
viduals take a survey, researchers studying personality should consider which participant pool
will best allow them to test their research question.

Our results support previous findings about “professional” survey takers (individuals who
take hundreds or thousands of surveys per year). For example, Eisele et al., [46] observed that
frequently surveyed individuals do not provide worse quality data than less frequently sur-
veyed individuals. Likewise, Peer et al. [19] observed that MTurk (the platform with the most
experienced workers) had worse data quality than Prolific (one of two platforms with less
experienced workers) but better data quality than CrowdFlower (the other platform with less
experienced workers). These latter findings would suggest that experience taking surveys alone
does not account for differences in data quality. We found the same pattern of results in our
study. CloudResearch participants, who completed the most surveys per year, had among the
highest quality data. Meanwhile MTurk, Qualtrics, and SONA participants provided among
the lowest quality data yet MTurk participants were highly experienced while participants on
Qualtrics and SONA were not. It is possible that our decision to seek out participants who
completed a minimum of 100 surveys could have hindered our ability to determine if a rela-
tionship between experience and data quality existed. However, given that such requirements
are standard practice for online data collection [20] and the previous findings showing no
direct relationship between experience and data quality, it seems unlikely that survey experi-
ence explains why platforms differ with respect to data quality. Future studies examining this
particular relationship would be advised to examine how including (or not including) the
100-survey minimum requirement affects data quality.

Subsequent research may also examine how time-based cutoffs affect the assessment of data
quality. While our 1-second-per-item cutoff is supported by past research [33], it is not neces-
sarily the case that a participant who passed this data quality check truly attended to each ques-
tion. For example, the items on the Belief in Conspiracy Theories Scale [41] take more than a
single second to read, much less fully comprehend. Even if someone were able to read the
items in such a short amount of time, it is unlikely they thoughtfully considered the implica-
tions of each statement long enough to accurately report their agreement with the items. As
such, while failing the 1-second cutoff indicates an individual did not read all questions care-
fully, passing the cutoff is not sufficient on its own to determine that someone has carefully
responded to each question.

Our cost per high-quality respondent result is unique among studies assessing online data
quality. However, it is by no means the final say over which platforms will always provide the
best value per respondent. Take, for example, our decision to include only individuals who
had previously completed 100 or more surveys. While such a restriction can be implemented
on MTurk, CloudResearch, and Prolific, this restriction is not possible on Qualtrics. As such,
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the Qualtrics sample may more accurately reflect data quality among novice participants than
the other paid platforms. Thus, if one were to imagine a researcher interested in recruiting a
novice sample, it is conceivable that Qualtrics could be a more competitive option against
other platforms like CloudResearch or Prolific in terms of cost per high-quality respondent.
Likewise, researchers may be interested in using quotas to guarantee they obtain a sample
which reflects the demographics of the general population. Our Qualtrics sample had a mean
age of 64, making it the platform with an average age furthest from the US national average
age (38 years old). Would the observed differences in data quality disappear had we used quo-
tas to ensure the mean age on all platforms match the US population? While our results do not
change when controlling for the demographic characteristics of the samples, we cannot
directly answer this question. Our conclusions about data quality are most applicable to
researchers using the same recruitment criteria that we used. Likewise, in the present study we
examined only five popular data collection platforms. Future studies should investigate a
broader selection of platforms to determine if there is a better option for online data collection
than those included in our study. In sum, our results provide a starting point for researchers
considering where to launch online surveys, but researchers should consider the advantages
and disadvantages to all platforms prior to collecting their data.

Our results should be replicated in future studies at regular intervals. As observed by Are-
char and Rand [22], online research updates frequently and can be affected by events external
to the platforms. Even in the short time since collecting the data presented in this article, a
viral video prompted many young White women to join Prolific’s participant pool. As such
the demographic composition from our Prolific sample may differ from what researchers find
in a year from now. Relatedly, while we provide a comparison between the demographic
results observed in our study and those of the general population in S1 Appendix, multiple
studies would be needed to definitively determine how representative a particular platform is
of the US population. Overall, Prolific and CloudResearch provided the highest quality data
for the lowest cost.

Supporting information

S1 Appendix.
(DOCX)

S1 Data.
(DOCX)
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