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Abstract

Introduction

Identifying COVID-19 patients that are most likely to progress to a severe infection is crucial

for optimizing care management and increasing the likelihood of survival. This study pres-

ents a machine learning model that predicts severe cases of COVID-19, defined as the pres-

ence of Acute Respiratory Distress Syndrome (ARDS) and highlights the different risk

factors that play a significant role in disease progression.

Methods

A cohort composed of 289,351 patients diagnosed with COVID-19 in April 2020 was created

using US administrative claims data from Oct 2015 to Jul 2020. For each patient, information

about 817 diagnoses, were collected from the medical history ahead of COVID-19 infection.

The primary outcome of the study was the presence of ARDS in the 4 months following

COVID-19 infection. The study cohort was randomly split into training set used for model

development, test set for model evaluation and validation set for real-world performance

estimation.

Results

We analyzed three machine learning classifiers to predict the presence of ARDS. Among

the algorithms considered, a Gradient Boosting Decision Tree had the highest performance

with an AUC of 0.695 (95% CI, 0.679–0.709) and an AUPRC of 0.0730 (95% CI, 0.0676 –

0.0823), showing a 40% performance increase in performance against a baseline classifier.

A panel of five clinicians was also used to compare the predictive ability of the model to that

of clinical experts. The comparison indicated that our model is on par or outperforms predic-

tions made by the clinicians, both in terms of precision and recall.
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Conclusion

This study presents a machine learning model that uses patient claims history to predict

ARDS. The risk factors used by the model to perform its predictions have been extensively

linked to the severity of the COVID-19 in the specialized literature. The most contributing

diagnosis can be easily retrieved in the patient clinical history and can be used for an early

screening of infected patients. Overall, the proposed model could be a promising tool to

deploy in a healthcare setting to facilitate and optimize the care of COVID-19 patients.

Introduction

The pandemic caused by the Coronavirus 2019 (COVID-19) disease has distressed the global

population and severely strained healthcare systems. Currently, more than 180 million people

have been infected by the SARS-CoV-2 and more than 3 million people have already died.

Symptoms of COVID-19 vary, but primarily include fever, dry cough, tiredness, headache,

loss of smell or taste. According to the Centre for Disease Control and Prevention [1], most of

the infected people (81%) develop mild to moderate symptoms. Around 14% develop severe

symptoms (dyspnoea, hypoxia, or more than 50% lung involvement on imaging), while 5%

suffer critical symptoms (shock, respiratory failure, or multiorgan dysfunction). People

affected by severe and critical symptoms often require hospitalisation, ICU and ventilation. It

is therefore crucial to identify risk factors that can help to prevent the development of severe

symptoms and can aid to predict the patients that could most likely could professional health-

care support.

Machine Learning (ML) is the branch of computer science that creates models and solu-

tions by analysing data, learning, and adapting without following explicit instructions. Differ-

ent techniques and algorithms exist within the machine learning field: from decision trees

where predictions are made following a nested set of tests on attributes, to logistic regression

that calculates the probability of events as a linear combination of input features, to boosted

algorithms that combine many simple models trained on previous classification errors [2].

Ensemble techniques have also been successfully proposed to combine multiple models

together and enhance their overall performance [3]. ML has been proven powerful and effec-

tive in many different fields, including healthcare [4]. Over the years, many ML-based solu-

tions of various types have been developed to diagnose diseases, predict severity of infections,

estimate likelihood of hospital readmissions, etc. As the COVID-19 pandemic hit globally ML

solutions started being proposed, primarily for early detection of the disease or for estimating

the severity of the infection. The work presented in this study focuses on the latter. Severity

has been defined as inpatient hospitalization by the work of Kenneth et al. [5], uncovering clin-

ical risk factors using an XGBoost classifier. Similarly, more than 500 thousand patients claim

data were used to generate an ML model predicting COVID-19 severity, using death as proxy

[6]. Hospitalised patients that were transferred to ICU defined the severe group for the predic-

tive models analysed in [7–9]. The same studies also tried to predict severity defined as the

need for ventilation, using various ML algorithms to tackle this problem such as XGBoost,

Artificial Neural Networks and Random Forest. Electronic Health Records (EHR) data from

Mount Sinai Hospital retrospectively collected, were used by Cheng et al. [10] to train a Ran-

dom Forest classifier that could identify severe patients as admitted to the ICU. Respiratory

infections have also been used as a proxy for severity. In [11], a prospective study aimed to
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estimate a 48-hours prediction of moderate to severe respiratory failure, requiring mechanical

ventilation, in hospitalized patients with COVID-19 pneumonia. A total of 198 patients were

used to train four predictive models, achieving an accuracy of 84%. In [12], patients from

Wuhan and non-Wuhan areas with Acute Respiratory Distress Syndrome (ARDS) were con-

sidered severe cases and employed to train and evaluate five different ML algorithms. Using

Medicare and Medicaid data, DeCaprio et al. [13] defined severe COVID-19 patients if diag-

nosed with ARDS, or any of four others closely related respiratory diagnosis. Logistic Regres-

sion and XGBoost were subsequentially used to develop three different predictive models that

have been validated both internally and externally (using new admission data). A framework

based on feature selection and three ML predictive models was developed in [14] to identify

who could develop severe illness, specifically ARDS, from patients with mild COVID-19. A

machine learning algorithm called “eARDS” was developed to predict early onset of ARDS in

an ICU population comprising COVID-19 patients, up to 12-hours before satisfying the Berlin

clinical criteria. The model was develop using features extracted from EMR data and obtained

an Area Under the ROC Curve (AUROC) of 0.89 [15]. Deep learning was also used to evaluate

COVID-19 severity. In [16], the authors developed a combination of a variational autoencoder

and a fully connected network to classify patients on different severity levels, defined on the

presence of respiratory problems and mortality. Performance appeared to increase together

with severity risk. Guidelines from the Diagnosis and Treatment Protocol for COVID-19 (sev-
enth edition) were used by Xiong et al. to categorise severe COVID-19 patients and develop a

random forest model to predict its presence [17].

In this work, we present an ML model, developed using a large scale nationally relevant

integrated dataset, to predict COVID-19 severity, defined as presence of ARDS within four

months of the initial infection. In contrast to most of the studies presented so far, that focused

on small cohorts and/or with limited patient information, we trained a model using more than

800 diagnosis codes for almost 290,000 patients infected with COVID-19. Collecting informa-

tion for such a large number of patients guarantees a realistic representation of both severe

and non-severe patients, similar to what can be observed in the real world. Hence, the develop-

ment of a more reliable and precise predictive model, that is quite often not fully achievable

when using on smaller cohorts. The model we present was the best performing among three

different machine learning algorithms. We evaluated model performance using an unseen test

set, to provide an unbiased real-world performance estimation following best practices. Fur-

thermore, we have compared the predictive ability of the model with the predictions provided

by a panel of five clinicians. Finally, we have used a state-of-the-art interpretability methodol-

ogy to identify the most important risk factors for the prediction of ARDS development in

COVID-19 patients.

Materials and methods

Dataset

The analysis undertaken in this work was based on IQVIA longitudinal Prescription Data

(LRx), and Office-Based Practitioners Medical Claims Data (Dx). For the LRx dataset, IQVIA

obtains around 4 billion prescription claims per year with history from January 2004, and they

provide coverage up to 92% for retail pharmacy prescriptions. Dx data are pre-adjudicated

claims collected from office-based physicians and specialists. These data are sourced from

CMS-1500 form-based claim transactions, the standard reimbursement form for all non-cash

claims. Medical claims data includes patient-level diagnosis and procedures for visits to U.S.

office-based individual professionals, ambulatory and general healthcare sites. The medical
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claims data includes more than 205 million non-identified patients, over 1.7 billion claims and

3 billion service records obtained annually.

Study cohorts

Patients were included in the initial cohort if they were diagnosed for the first time with

COVID-19 (ICD-10 code U07.1) in the month of April 2020. That is, they had no claims with

ICD code U07.1 before April 2020. Furthermore, to be included in the initial cohort, the

patients should have never been diagnosed with ARDS (ICD-10 code J80) between October

2015 and January 2020. A patient was then labelled as positive (case) if diagnosed with ARDS

by the end of July 2020, otherwise the patient was labelled as negative (control). Patients with

missing age or gender information were discarded from the analysis. In this study we decided

to focus only on patients diagnosed in April 2020 because up to March 2020, the code U07.1

was used for any type of coronavirus infection, not specifically for COVID-19. After all the fil-

ters and rules were applied, a total of 289,351 patients were selected for the study: 10,793 had

developed severe COVID-19, while 278,558 did not progress into a severe state. The Consort

Diagram for the study is shown in Fig 1. This resulted in a ratio of positive-to-negative patients

of 1:26. Baseline characteristics of the cohort population are shown in Table 1. We should note

that most patients in our cohort are adults, and only 2% of patients are less than 18 years old.

We defined as lookback, the period from October 2015 (introduction of the ICD-10 code

system) to January 2020. The claim history within the lookback was used to construct the fea-

ture space of each patient, based on ICD-10 diagnostic codes. That is, the feature set of each

sample was representing the comorbidities present in the medical history, up to October 2015.

We have forced a gap of a few months between the end of the lookback and the selection

period (April 2020) to avoid considering features that could be correlated with COVID-19.

Although the infections were diagnosed in April 2020, their symptoms could have easily

started weeks earlier and impacted the patient’s history. Using features potentially collected

during the COVID-19 infection would have biased the model and would have generated mis-

leading insights.

A total of 817 boolean comorbidities features were generated for each patient. The value of

each feature was set to 1 if the patient had a diagnosis for that disease within the lookback win-

dow, otherwise it was set to 0. The complete list of ICD-10 codes used as input space is avail-

able as S1 File. Age and gender were also used as input features. The approach used to generate

the cohort is illustrated in Fig 2.

Machine learning modelling

Patients were split into training, validation, and test datasets, respectively defined as 80%, 10%

and 10% of the original cohort, using stratified sampling (to maintain the original class ratio in

each data split). The training set was used to build and optimize the model, the validation set

was used to evaluate different versions of the model, while the test set was used to evaluate its

final performance. We maintained the original class distribution of 1:26 in all datasets. Finally,

100 patients were randomly selected from the test set and shared with five clinicians for a pre-

dictive performance comparison between the ML model and their expert knowledge.

We evaluated three different machine learning algorithms, widely used to generate predic-

tive models for many complex problems, including healthcare: Logistic Regression [18], Ran-

dom Forest [19] and LightGBM [20].

Logistic regression is a statistical model that uses a logistic function to model a binary

dependent variable (e.g. health status). Random Forest is based on an ensemble learning

approach that combines many decision trees, built on different sample sets, to enhance its
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Fig 1. Consort diagram for the study. Consort flow diagram illustrating the rules implemented for selecting patients for modelling cohort.

https://doi.org/10.1371/journal.pone.0271227.g001
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prediction. Finally, LightGBM is an efficient, accurate and popular machine learning algo-

rithm based on Gradient Boosting Decision Trees (GBDT). The hyper-parameters of a classi-

fier (e.g. number of decision trees, number of learning iterations, etc.) can have a significant

impact on its performance, especially when dealing with complex and difficult healthcare

problems. Therefore, choosing the right parameter values is crucial to create a good model.

Traditionally, hyper-parameters are selected with a grid search, an exhaustive searching

through a manually specified subset of values. Instead of grid search, for every classifier, we

used Hyperopt [21] a Bayesian optimizer that iteratively evaluates subset of hyper-parameter

values and automatically identifies the direction towards moving to improve the results.

Hyperopt identified the best set of hyper-parameters that maximized the AUCPR, a metric

Table 1. Baseline characteristics of patients in the study cohort. Patients are defined as “Severe” if diagnosed with

Acute Respiratory Distress Syndrome (ARDS) within 4 months from COVID-19 infection. The ten most prevalent

comorbidities in the study cohort are shown alongside their respective ICD-10 codes.

Severe COVID-19

patients

Non-severe COVID-190

patients

Total patients count 10,793 278,558

Gender

Male (%) 59.6% 47.3%

Female (%) 40.4% 52.7%

Age

Mean 62.3 53.8

Standard deviation 13.6 17.9

Essential (primary) hypertension (I10) 62.8% 46.5%

Disorders of lipoprotein metabolism and other

lipidemias (E78)

52.8% 40.3%

Other joint disorder (M25) 38.7% 36.1%

Dorsalgia (M54) 36.6% 34.6%

Other and unspecified soft tissue disorders (M79) 38.0% 34.3%

Abdominal and pelvic pain (R10) 32.3% 33.3%

Pain in throat and chest (R07) 34.3% 30.5%

Diabetes mellitus (E08) 45.1% 29.5%

Abnormalities of breathing (R06) 38.4% 28.1%

Malaise and fatigue (R53) 29.1% 27.5%

https://doi.org/10.1371/journal.pone.0271227.t001

Fig 2. Overview of the cohort definition process. The modelling cohort includes patients diagnosed for the first time with COVID-19 in April 2020. If ARDS

is diagnosed by July 2020, the patient is considered a severe case, otherwise non-severe. The period from October 2015 to January 2020 is used to collect

diagnosis information for each patient and build the feature set.

https://doi.org/10.1371/journal.pone.0271227.g002
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that summarizes the information of the precision-recall curve in one value, considering both

precision and recall at different decision thresholds [22].

Performance evaluation

The performance of the models was evaluated using both the Receiver Operating Characteristic

(ROC) and the Precision-Recall (PR) curve. The ROC curve summarizes the trade-off between

the true positive rate and false positive rate for different probability thresholds, while the PR curve

summarizes the trade-off between the true positive rate (also known as recall) and the positive

predictive value (also known as precision). We also generated additional summary statistics from

the two curves by computing the area under the curves. The area under the ROC curve is known

as AUC (Area Under the Curve) or C statistic, while the area under the PR curve is referred to as

the area under precision recall curve (AUPRC). ROC curves can be misleading when dealing with

imbalanced datasets (as occurring in this study). In particular, when the number of negative sam-

ples is large, the false positive rate increases and provides a misleading estimate of the model’s per-

formance [23]. Conversely, precision is not affected by the number of negative samples and offers

a more reliable performance metric. 95% Confidence Intervals (CI) are calculated, using the boot-

strapping method, for both the C statistic and the AUPRC.

Model interpretability

We used the Shapley Additive Explanations (SHAP) methodology [24–26] to assess the aver-

age impact and importance of each feature on the best model’s prediction. A SHAP value is a

rigorous mathematical representation of a feature’s contribution to a single prediction gener-

ated by the model. A key property of SHAP values is that they are linearly additive. We

exploited this property, and we used the mean of the absolute SHAP values of a feature across

all patients in the cohort as a measure of this feature’s average impact on model prediction.

Results

Model performance

Hyperopt was used to identify the hyper-parameters for each of the tested models. Those were

selected as the parameters providing the highest performance on the training set, measured

using a standard 5-fold cross-validation evaluation setting. Once the best parameters were

found, the final models were built using the entire training set and their performance was eval-

uated on the test set (which was not used for the learning task). Figs 3 and 4 compare the per-

formance of each model assessed using both a ROC curve and a PR curve. The LightGBM

model was clearly the best performing under both evaluation metrics. This is not surprising as

it has been extensively shown that GBDT outperforms other machine learning approaches,

also in a healthcare setting [27]. As Fig 3 illustrates, the LightGBM model obtained an AUC of

0.695 (95% CI, 0.679–0.709), superior to the values of 0.679 (95% CI, 0.664–0.693) and 0.676

(95% CI, 0.661–0.691) from Random Forest and Logistic Regression, respectively. All the mod-

els had a performance significantly above the value of 0.5, which refers to a no-skills classifier,

with the LightGBM model outperforming it by more than 40%. Similar results are illustrated

in Fig 4 for Precision Recall curves. LightGBM was again the top performing model, with an

AUCPR of 0.0730 (95% CI, 0.0676 – 0.0823), higher than the AUCPR obtained by the other

two models, 0.0671 (95% CI, 0.0613–0.0759) and 0.0637 (95% CI, 0.0587 – 0.0707) respectively

for Random Forest and Logistic Regression. The PR curve indicates that our model could

extract meaningful patterns from the data that lead to a correct prediction of ARDS in patients

from the test set. We found ARDS prevalence in our study to be lower than that in the data
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used by most of the published related work. This is explained by the fact that we did not only

focus on a small cohort comprised of a subset of COVID-19 patients (e.g. hospitalized

patients), but we included a wider range of patients diagnosed with COVID-19, as captured by

IQVIA’s claims data. Nevertheless, we should note that for the performance evaluation of the

models we did not re-balance the test set, and we have used the 1:26 positive to negative class

Fig 3. ROC curves. Performance evaluation of the three machine learning models, measured using a ROC curve.

https://doi.org/10.1371/journal.pone.0271227.g003

Fig 4. PR curves. Performance evaluation of the three machine learning models, measured using a Precision Recall

curve.

https://doi.org/10.1371/journal.pone.0271227.g004
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ratio. This approach was adopted to avoid introducing bias in our metrics by having a test set

with a distribution of patient types significantly different to that of real-world populations

[28]. Given the higher performance of the LightGBM model, we decided to solely focus on it

for the remaining of the analysis.

Model interpretability

We have applied the SHAP methodology to identify the most important features used by the

LightGBM model to predict the presence of ARDS in COVID-19 patients. SHAP explains the

contribution of each feature towards the prediction made by the model for a single patient. We

have aggregated those importance values across the full cohort of patients, and we have plotted

the most important features in Fig 5.

The bar plot indicates age as the main feature used by the model to forecast the presence of

ARDS. This is not surprising, as it is widely known that older patients are more likely to

encounter severe complications from the infection. The distribution of SHAP values for the

age feature (i.e. importance of age values for the prediction of the patients in the cohort) in Fig

6 reinforces the finding that older people are more likely to develop ARDS, according to the

model. In the scatter plot each dot represents a patient from the cohort and its y-axis value

shows the SHAP value associated to the patient’s age. Patients with age up to 50 are considered

to have a smaller risk of ARDS (purely based on age contribution), as a negative SHAP value

contribute towards the prediction of non-ARDS. Conversely, as age increases, its contribution

towards the presence of ARDS increases as well, with has a small dip at the age of 80.

Gender was also relevant, with ARDS more present in Male patients as seen on Table 1.

Diabetes mellitus, Hypertensive Diseases and Obesity were the top three most contributing

comorbidities to model predictions. All of them have been confirmed to play a crucial role in

Fig 5. Most important predictive features. Top 10 features with highest absolute SHAP values.

https://doi.org/10.1371/journal.pone.0271227.g005
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the development of severe COVID-19 as reported in the medical literature. CDC has included

them in the list of medical conditions that are more likely to lead to a severe infection [1]. In a

Swedish nation-wide study, type 2 diabetes was independently associated with increased risk

of hospitalization, admission to intensive care and death for COVID-19 patients [29]. Special-

ized literature has also shown how COVID-19 severity Is tripled in the diabetes community

[30]. Hypertension seems also linked to a higher risk of COVID-19 severity, that might aggra-

vate myocardial injury, including endothelial dysfunction, arterial stiffness, and left ventricle

hypertrophy [31]. Additionally, obesity has been extensively proven to affect the severity of the

infection, in studies conducted all around the world, from England [32] to United States [33]

to China [34]. Finally, there is a link between nicotine addiction and COVID-19 severity, as

reported in [35].

Comparison to clinicians’ predictions

To further validate our predictive model, we compared its performance to that of individual

clinicians, following best practices adopted by healthcare studies that employed Artificial Intel-

ligence for disease prediction [36, 37]. We have asked a panel of five clinicians to predict who

among 100 patients would develop ARDS. Patients were randomly selected from the 10% test

set not used for training, 50 of them with ARDS and 50 without ARDS. Clinicians were pro-

vided with a list of comorbidities (i.e. diagnoses) for each of the patients and were asked to

mark the patients that would have developed ARDS within four months from COVID-19 diag-

nosis. A new LightGBM model trained only on the top 15 most relevant features (with highest

Fig 6. Age feature importance. Analysis of the importance of age towards prediction of ARDS in COVID-19 patients. Each dot represents a patient of

the test set, indicating the SHAP value associated to their age.

https://doi.org/10.1371/journal.pone.0271227.g006
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information gain from the original model) was also queried to predict the presence of ARDS

in the same cohort. We focused on a reduced feature set to have a model that could realistically

be used in a healthcare setting environment, where patients or practitioners could self-report

the presence of only 15 comorbidities. The comparison of predictive performance between the

model and the clinicians, measured using the PR curve, is provided in Fig 7. Clinicians showed

a large variation in recall values, while obtaining similar precision. The ML model was on par

or outperformed predictions made by the clinicians and exceeded the results of the “Average

clinician”. The highest precision from a clinician was 65%, at 56% recall. At the same precision

level, the model had 62% recall. Similarly, the highest recall obtained by a clinician was 90%, at

59% precision, while at the same recall level the model precision was 61%.

Discussion

In this study we have developed a machine learning model to predict the development of

ARDS in COVID-19 patients. We have trained and evaluated three different machine learning

models and we identified LightGBM, a Gradient Boosted Decision Tree model, as the best per-

forming approach. The analysis was performed using real-world data, based on US prescrip-

tions and medical claims, that allowed us to create a large cohort of almost 290,000 patients

diagnosed with COVID-19. Such an extensive dataset differentiates this work from most of the

studies published so far on COVID-19 severity, often focused on smaller sets of patients. In

addition, as claims data provide a very broad view of the patient clinical history, we were able

to provide the model with more than 800 diagnosis codes, covering an extensive range of

potential risk factors. Finally, IQVIA datasets capture patient level diagnosis and procedure

information for more than 205 million non-identified patients, and they provide coverage for

up to 92% of retail pharmacy prescriptions. This resulted in a dataset capturing 289,351

Fig 7. Machine learning vs. clinicians. Performance comparison between the machine learning model and five

clinicians.

https://doi.org/10.1371/journal.pone.0271227.g007
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COVID-19 patients with a positive-to-negative ratio of 1:26. Consequently, we were able to

evaluate the model performance on an experimental setting that more closely represents the

distribution of ARDS in COVID-19 patients, and not under the simplifying assumption of a

more balanced dataset.

The model performance was evaluated using 10% of unseen data coming from the original

cohort, kept aside from training. ROC and PR curves showed a clear improvement in perfor-

mance compared to a classifier prediction based only on the ARDS prevalence in our cohort

(AUC of 0.695 vs. 0.500 and AUPRC of 0.073 vs. 0.037). This shows that meaningful patterns

were discovered by LightGBM during training, that helped to correctly predict the presence of

ARDS. The precision of 7.5% at 50% recall indicates that approximately 1 out of 13 patients

predicted by the model as high-risk, will develop ARDS. This suggests that the model detects a

population of patients with twice the cohort baseline risk. This precision is clinically useful in

cases where the prevalence is very low, such as 3.6% in the case of our cohort. The ML model

was further compared with the clinical judgment of five clinicians that were provided with the

list of comorbidities affecting 100 COVID-19 patients and asked to identify who was more

likely to develop ARDS. As reported in the Results, the model produced performance on par

or better with the experts, showing equivalent precision and recall values with the best per-

forming clinicians. A great advantage of Machine Learning models is their ability to scale to a

large population, we could potentially screen an entire country population in matter of min-

utes, not possible with traditional healthcare settings. Overall, the comparison between the

model and the experts suggests that our model could be potentially used in a healthcare setting

to support clinicians in assessing the risk of ARDS in COVID-19 patients.

To identify which features contributed the most towards the prediction of ARDS, we have

used SHAP, a game theory based approach for explaining machine learning model predictions.

Age, together with gender, were the most contributing features. It is widely known that older

people are more at risk of developing severe infections. The main comorbidities (namely dia-

betes, hypertension, and obesity) used by the model to decide on the presence of ARDS, have

been extensively linked to severe COVID-19 in the literature. CDC has already added them to

the list of medical conditions that can lead to a critical infection. It is important to stress that

we have not performed any filtering or selection on the list of comorbidities to be used as

input by the model. We have collected and used every ICD code present in the history of the

patients, no a-priori hypothesis was used to bias the inclusion of information. The model auto-

matically identified the most relevant features for the prediction of ARDS. Therefore, the vali-

dation of the top contributing features by independent studies as relevant for COVID-19

severity further highlights the value of the proposed approach.

The results presented in this study indicate that there is substantial benefit in applying ML

models for predicting COVID-19 disease severity. However, there are some limitations to this

work. First, the cohort used for modelling was built using claims data. Although claims data

allowed for a large coverage of the population, they often under-represent patients that have a

limited access to healthcare. This could potentially introduce a sample bias and could affect the

performance of the model if deployed in real-world settings. Second, we have used “open”

claims data, that is there is no minimum period a patient needs to be enrolled in claims to be

selected in our cohort. Not setting any restriction has provided us with a bigger sample size,

however this might have also included patients with partial or incomplete clinical history.

Third, due to the nature of claims data, sometimes there might be a delay from when an event

occurs to when it is registered as a claim and processed by the vendors. Therefore, to address

this data caveat we decided to increase the outcome window used to identify severity. Never-

theless, this resulted in prevalence of ARDS which is in line with published literature at that

time [38]. Fourth, we have used ARDS as proxy for COVID-19 severity. Despite ARDS being
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one of the most severe complications of COVID-19, especially for the initial alpha variant of

the disease, inclusion of additional symptoms (e.g. Pneumonia or Acute Bronchitis) could

result in a more detailed and precise positive cohort. This however would likely affect the size

of the training data and could potentially lead to a less performing and reliable model. Fifth,

validating the ML model’s performance against a higher number of clinical experts could fur-

ther strengthen its credibility and could facilitate its adoption. Finally, this study would benefit

from further external validation using a cohort based on a different population and if, avail-

able, different data sources.

Looking at directions of future research, we plan to use EMR data to assess how models

trained on that data compare to this study. In addition, we also aim to retrain and evaluate the

model after updating the patient cohort. The study focused on patients diagnosed with

COVID-19 in April 2020. We are interested in extending the period in which we select

COVID-19 patients to several months, to obtain a larger cohort and potentially help the algo-

rithm to detect even more patterns. There also exist a few publicly available tools that either

predict COVID-19 severity or mortality, such as the work published by Marcos et al. [9]. In

the future, we aim to compare our updated model, trained on the most recent available data,

with one or more predictive tools. Finally, by using a similar machine learning approach to

study different time periods, we could better understand the impact of new COVID-19 vari-

ants, interrogate our data around vaccine efficacy, and subtle long-term side effects. We could

even investigate optimal vaccination strategies by different patient segments (by age or comor-

bidity segments).

Conclusion

Using longitudinal prescription data and office based medical claims data from over 289,000

U.S. patients, our gradient boosting decision trees model classified severe cases of COVID-19,

with an AUC of 0.695 (95% CI, 0.679–0.709) and AUPRC of 0.0730 (95% CI, 0.0676 – 0.0823),

outperforming two other machine learning algorithms. We also validated the model’s perfor-

mance against human clinicians, with the results being on par or better both in terms of preci-

sion and recall. The most important predictors used by the model to classify severity, such as

age, diabetes, and hypertension, agree with what has been observed in related studies. Our

results indicate that the application of machine learning to claims datasets can contribute to

the prediction of COVID-19 patients at risk of developing severe disease, which allows for bet-

ter hospital resource allocation and patient prioritization.
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