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Abstract

Aiming at the problem of prediction accuracy of stochastic volatility series, this paper pro-

poses a method to optimize the grey model(GM(1,1)) from the perspective of residual error.

In this study, a new fitting method is firstly used, which combines the wavelet function basis

and the least square method to fit the residual data of the true value and the predicted value

of the grey model(GM(1,1)). The residual prediction function is constructed by using the fit-

ting method. Then, the prediction function of the grey model(GM(1,1)) is modified by the

residual prediction function. Finally, an example of the wavelet residual-corrected grey pre-

diction model (WGM) is obtained. The test results show that the fitting accuracy of the wave-

let residual-corrected grey prediction model has irreplaceable advantages.

1. Introduction

Since its birth in 1982, the grey system theory has been widely used in the fields of economy,

management and engineering technology [1–10]. Among them, the grey prediction model

(GM(1,1)) is one of the core contents of the grey system theory. Its characteristics are that it

needs fewer samples and the calculation is simple, so it is better than the traditional prediction

method. However, in recent years, many scholars have proposed the improvement of the grey

model and the study of its application scope The research can be roughly divided into two cate-

gories: 1) using the method of function transformation to improve the smoothness of the

sequence can reduce the level ratio of the original data and make the level ratio fall within the

allowable interval to achieve the purpose of improving the modeling accuracy; 2) According to

the characteristics of the original data, we can further improve the gray prediction algorithm,

optimize the background value, optimize the initial conditions, etc.

In literature [11–17], some scholars studied the function transformation from the perspec-

tive of the monotonicity of the function and the compression transformation, in order to fur-

ther improve the accuracy of the model, and some scholars used the buffering operator to

reduce the fluctuation. However, due to the need to restore the sequence of the new sequence

generated by the function transformation after modeling, the accuracy of the final restoration

is reduced and the effect is not ideal In literature [18–27], scholars not only believe that the

average value of background value has errors, but also believe that it is unreasonable that the

initial condition must pass through a certain point in the original data. Therefore, they propose
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some methods to solve this problem, such as improving the background value and initial con-

dition, so as to improve the accuracy of the model However, in the process of improving the

background value, the convergence of iterations and in the process of constructing the optimal

background value, we should consider how the convergence of the iterative formula. If the iter-

ative formula doesn’t converge, then we can’t get the optimal background value.

However, for the stochastic volatility series, from the perspective of improving the smooth-

ness, the background value and initial value of the sequence by means of function transforma-

tion, the final effect of improving GM(1,1) model is not good. Literature [28–30] studied the

stochastic volatility series. In literature [20], accelerated translation transformation and

weighted mean transformation are proposed to process the original data to make the original

data smoothly change. The grey model(GM(1,1)) is established for the transformed smooth

data to first predict, and then the corresponding inverse transformation is carried out for the

predicted data, so as to improve the prediction accuracy of the grey model. Literature [29, 30]

uses Fourier series to fit the residual and actual value of the mean model, and establishes the

Fourier residual corrected grey prediction model (FGM) to predict practical problems, and the

final prediction accuracy and effect was achieved good results.

In view of the stochastic volatility sequence prediction accuracy problem, this study put for-

ward a kind of optimization from the perspective of residual method of grey GM (1, 1) model.

Data fitting method is often used by people to obtain the approximate function relation, so as

to provide quantitative relationship for further research. In many cases, the fitting function

can be used to explain the data, in order to obtain better results than the interpolation and

approximation function. The common method of data fitting is the least square method, and

the basis functions mostly use n-degree polynomials, Chebyshev polynomials, Bernstein poly-

nomials, trigonometric function [29, 30], etc., The different basis functions will produce differ-

ent fitting effects, so we make different choices. However, the stability of the calculation

process and the accuracy of fitting are the main criteria to evaluate the merits and demerits of

the basic functions. In this study, the combination of wavelet function basis and least square

method is used to fit the residual data of the grey model. Since the residual data presents the

stochastic volatility state and the wavelet function has good local characteristics and fluctua-

tion, the wavelet function is selected as the basis function, which has a good fitting effect for

the stochastic volatility residual. The constructed residual prediction function can accurately

reflect the variation of residual, and then the prediction function of average gray GM (1,1)

model can be modified by the residual prediction function, so as to improve the fitting accu-

racy of stochastic volatility sequence. The WGM model in this study and the FGM model in

the literature [29] used to determine the PetroChina stock price closing price on May 9, 2018

solstice on May 23 [31] and the number of tourists in Taiwan on August 1, 2006 solstice on

July31, 2007 show that the fitting accuracy and fitting effect of the grey prediction model with

wavelet residual correction are better than GM (1,1) and FGM. The precision of the grey

model series is improved, and the application range of the grey model is broadened.

2. Methodology

2.1 Mean GM(1,1) model

The initial data is listed as X(0) = {x(0)(1), x(0)(2), � � �, x(0)(n)}, the generated 1-AGO sequence is

X(1) = {x(1)(1), x(1)(2), � � �, x(1)(n)} and Xð1ÞðkÞ ¼
Pk

i¼1
xð0ÞðiÞ. The first-order differential equa-

tion of the GM(1,1) model is

dxð1Þ

dt
þ axð1Þ ¼ b ð1Þ
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Where t denotes the indepent variables in the system, a represents the developed coeffficient, b

is the grey controlled variable, and a and b denote the model parameters requiring determina-

tion. The values of a and b become by the ordinal least-square method as

a

b

" #

¼ ðBTBÞ� 1BTY ð2Þ

Furthermore, accumulated matrix B is

B ¼
� zð1Þð2Þ � zð1Þð3Þ � � � � zð1ÞðnÞ

1 1 � � � 1

" #T

;

zð1ÞðkÞ ¼
1

2
½xð1ÞðkÞ þ xð1Þðk � 1Þ�; k ¼ 1; 2; � � � ; n:

Meanwhile, the constant vector Y is

Y ¼ xð0Þð2Þ xð0Þð3Þ � � � xð0ÞðnÞ
� �T

According to Eq (2), we have

a ¼
Pn

k¼2
zð1ÞðkÞ

Pn
k¼2

xð0ÞðkÞ � ðn � 1Þ
Pn

k¼2
zð1ÞðkÞxð0ÞðkÞ

ðn � 1Þ
Pn

k¼2
½zð1ÞðkÞ�2 � ½

Pn
k¼2

zð1ÞðkÞ�2
ð3Þ

b ¼
Pn

k¼2
xð1ÞðkÞ

Pn
k¼2
½zð1ÞðkÞ�2 �

Pn
k¼2

zð1ÞðkÞ
Pn

k¼2
zð1ÞðkÞxð0ÞðkÞ

ðn � 1Þ
Pn

k¼2
½zð1ÞðkÞ�2 � ½

Pn
k¼2

zð1ÞðkÞ�2
ð4Þ

The grey parameters can be substituted into Eq (1) to obtain the solution of the differential

equation:

x̂ð1ÞðkÞ ¼ ½xð0Þð1Þ �
b
a
�e� aðk� 1Þ þ

b
a
; k ¼ 1; 2; � � � ; n: ð5Þ

When x̂ð1Þ ¼ xð0Þð1Þ, the sequence one-order inverse-accumulated generating operation of

reduction is obtained as:

x̂ð0ÞðkÞ ¼
xð0Þð1Þ ; k ¼ 1

ð1 � eaÞ xð0Þð1Þ � b
a

� �
e� aðk� 1Þ ; k � 2

8
<

:
ð6Þ

2.2 The wavelet residual modified grey forecasting model (WGM)

The accuracy of predictions made using GM(1,1), this study applied the WGM(1,1) approach

to increase its prediction capabilities. Fig 1 shows the process of WGM(1,1), while the follow-

ing illustration details the method used to establish the steps of WGM for the residual correc-

tion, which are detailed as follows.

(1)Definition of error:

�ð0ÞðjÞ ¼ xð0ÞðjÞ � x̂ð0ÞðjÞ; j ¼ 2; 3; � � � ; n ð7Þ
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We have

�ð0Þ ¼ ½�ð0Þð2Þ; �ð0Þð3Þ; � � � ; �ð0ÞðnÞ�T:

(2)The wavelet basis is obtained by selecting the wavelet generating function

Wl;iðxÞ ¼ 2�
l
2Fð2� lx � iÞ ¼

2
ffiffiffi
3
p p

1
4½1 � ð2� lx � iÞ2�e� 1

2
ð2� lx� iÞ2 ; ðl 2 Z; i ¼ 2; 3; � � � ; nÞ;

Then, we get the residual

�̂ð0ÞðxÞ ¼
Xn

i¼2

aiWl;iðxÞ ð8Þ

(3)Define the expression at a given two-dimensional data point (j, �(0)(j)),

Fða2; a3; � � � ; anÞ ¼
Xn

j¼2

f
Xn

i¼2

½aiWl;iðjÞ � �
ð0ÞðjÞ�g

2

ð9Þ

(4)Use the least square method to determine the coefficient a2, a3, � � �, an, then the following

equations is solved

Xn

k¼2

Xn

j¼2

½Wl;iðjÞWl;kðjÞak� ¼
Xn

k¼2

Wl;iðjÞ�
ð0ÞðjÞ; i ¼ 2; 3; � � � ; n ð10Þ

Fig 1. Flow chart of WGM.

https://doi.org/10.1371/journal.pone.0254154.g001
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The matrix of the Eq (10) is expressed as

DC ¼W�ð0Þ ð11Þ

where

D ¼

Wl;ið2ÞWl;2ð2Þ Wl;ið2ÞWl;3ð2Þ � � � Wl;ið2ÞWl;nð2Þ

Wl;ið3ÞWl;2ð3Þ Wl;ið3ÞWl;3ð3Þ � � � Wl;ið3ÞWl;nð3Þ

..

. ..
. ..

. ..
.

Wl;iðnÞWl;2ðnÞ Wl;iðnÞWl;3ðnÞ . . . Wl;iðnÞWl;nðnÞ

2

6
6
6
6
6
6
6
6
4

3

7
7
7
7
7
7
7
7
5

;

C ¼ ½a2; a3; � � � ; an�
T
;

W ¼ ½Wl;ið2Þ;Wl;ið3Þ; � � � ;Wl;iðnÞ�

Then, we have

C ¼ ðDTDÞ� 1DTW�ð0Þ ð12Þ

We have a2, a3, � � �, an, So as to find the residual fitting function

�̂ð0ÞðjÞ ¼
Xn

i¼2

aiWl;iðjÞ ð13Þ

(5)Substituting the residual fitting function(13) into the error formula(7), we

~xð0ÞðjÞ ¼ x̂ð0ÞðjÞ þ �̂ð0ÞðjÞ; ðj � 2Þ ð14Þ

where

x̂ð0ÞðjÞ ¼ ð1 � eaÞðxð0Þð1Þ �
b
a
Þe� aðj� 1Þ; ðj ¼ 2; 3; � � � ; nÞ

The original value prediction function is:

~xð0ÞðjÞ ¼
xð0Þð1Þ ; j ¼ 1

ð1 � eaÞ xð0Þð1Þ � b
a

� �
e� aðj� 1Þ þ

Pn
i¼2

aiWl;iðjÞ ; j � 2

8
<

:
ð15Þ

2.3 Evalute accuracy of prediction

The accuray of the grey prediction model is usually checked by the posterior difference

method. The model accuracy is evaluated by the mean square error ratio and the small error

probability. The smaller the mean square error ratio and the smaller the probability of small

errors, the higher the accuracy of the prediction model, The basic method is as follows: assum-

ing X(0) for the original sequence, x̂ð0Þ for the GM(1,1) model simulation sequence, �(0) for the
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residual series, then

�x ¼
1

n

Xn

k¼1

xð0ÞðkÞ;

S2
1
¼

1

n

Xn

k¼1

½xð0ÞðkÞ � �x�2;

Respectively, the mean of X(0), variance;

�ð0ÞðkÞ ¼ xð0ÞðkÞ � x̂ð0ÞðkÞ;

�� ¼
1

n

Xn

k¼1

�ð0ÞðkÞ;

S2
2
¼

1

n

Xn

k¼1

½�ð0ÞðkÞ � ���
2
;

K ¼
S2

S1

:

Where �� is the mean of resdual �(0)(k),S2
2

is the residual variance, and K is the mean square

deviation. The mean square error ratio K and the small error probability P are calculated from

K ¼ S2

S1
and P ¼ pðj �ðkÞ � �� j< 0:6745S1Þ. The accuracy of the model is shown in Table 1.

In addition to the evaluation of the posterior error index, there are the following evaluation

methods:

(1)Average residual

1

n

Xn

k¼1

½xð0ÞðkÞ � ~xð0ÞðkÞ�;

(2)Average relative errore

1

n

Xn

k� 1

½
jjxð0ÞðkÞ � ~xð0ÞðkÞj

xð0ÞðkÞ
�;

(3)Mean absolute error

MAE ¼
1

n

Xn

k¼1

j½xð0ÞðkÞ � ~xð0ÞðkÞ�j;

Table 1. The reference table of precision check grade.

Modelaccuracylevel Small probability of error P Mean square deviation ratio K

Level1(good) P � 0.95 K � 0.35

Level2(qualified) 0.80� P < 0.95 0.35 < K � 0.50

Level3(barely) 0.70� P < 0.80 0.50 < K � 0.65

Level4(unqualified) P < 0.70 K > 0.65

https://doi.org/10.1371/journal.pone.0254154.t001
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(4)Mean square error

MSE ¼
1

n

Xn

k¼1

½xð0ÞðkÞ � ~xð0ÞðkÞ�2:

3.Application experiment analysis

The data of Example 1 and Example 2 analysis WGM model prediction accuracy. The experi-

ments were done using Matlab2015b software.

3.1 Simulation value analysis

Example 1: The 10-day stock price of PetroChina in May 2018 was used as the original data

for the experiment. PetroChina stock price data comes from literature [31].

The experimental data calculates that a = 0.00122, b = 17.60864 in the mean model, then

the calculation formula of the mean model simulation value is:

x̂ð0ÞðjÞ ¼

(
17:91 ; j ¼ 1

� 14415:36ð1 � e0:00122Þe� 0:00122jþ0:00122 ; j � 2

Coefficients of Wavelet Base Residual Fitting [a1, a2, � � �, an], ai = [0,

−1556.125479137,1813.934889951, −323.70855 7033, −299.425973673, −363.424104224,

1615.482710942, −2666.599778900, 2939.837180356, −1677.799794262], the simulation value

of Wavelet Residual Grey Forecasting Model is:

~xð0ÞðjÞ ¼
17:91 ; j ¼ 1

� 14415:36ð1 � e0:00122Þe� 0:00122jþ0:00122 þ
Pn

i¼2
aiWl;iðjÞ ; j � 2

8
<

:

It can be seen from the above Table 2 that the mean residual error and the mean

relative error of the residual correction model of the new method are 2.5602 × 10−9 and

5.235025317962417 × 10−14, respectively, while the FGM(1, 1) models are 0.130 and

0.849031398741481, respectively. It can be seen from this order of magnitude that the residual

correction model of the new method has higher simulation accuracy than the FGM(1,1) model

and the GM(1,1), which indicates that the residual correction model of the new method has

the best simulation effect.

3.2 Simulation value analysis

Example 2: The experiment was conducted with the original data of the number of tourists

visiting Taiwan during August 1, 2006–July 31, 2007. The data of the number of tourists visit-

ing Taiwan comes from literature [29].

The experimental data calculates that a = 0.00491, b = 179544.95413 in the mean model is

calculated from the experimental data, then the calculation formula for the simulation value of

the mean model is:

x̂ð0ÞðjÞ ¼

(
193510 ; j ¼ 1

� 36373496ð1 � e0:00491Þe� 0:00491jþ0:00491 ; j � 2

Coefficients of Wavelet Base Residual Fitting [a1, a2,� � �, an], ai = [0, −93.9267590491499,

−177.300688508506,51 2.222285037394, −689.422488712347, 726.337872801881,
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−242.072495924380, −267.280726217092,298.150674304123, −243.004450579142,

328.272731679794, −238.449423788114], the simulation value of Wavelet Residual Grey Fore-

casting Model is:

~xð0ÞðjÞ ¼
193510 ; j ¼ 1

� 36373496ð1 � e0:00491Þe� 0:00491jþ0:00491 þ
Pn

i¼2
aiWl;iðjÞ ; j � 2

8
<

:

As can be seen from the above Table 3, the mean residual error and mean relative error of

the new residual correction model method are 1.1008 × 10−7 and 2.451254681202029 × 10−12,

respectively, while the FGM(1,1) model is 0.0296 and 0.886095333,respectively. From this

order of magnitude, it can be seen that the residual correction model of the new method has

higher simulation accuracy than the FGM(1,1) model and the GM(1,1), which indicates that

the residual correction model of the new method has better simulation effect.

3.3 WGM model simulation diagram analysis

The statistics of the Tables 2 and 3 show the actual number,forecast number,residual error,

average residual,average relative error,mean absolute error, mean square error and posterior

Table 2. Traditional GM(1,1) simulation of PetroChina stock price.

Date j Initial

data

GM(1,1) FGM(1,1) WGM(1,1)

Data1 Residual Relative

error

Data2 Residual Relative

error

Data3 Residual Relative error

May

09

1 17.91 17.910000 0 0 17.910000 0 0 17.9100000000000 0 0

May

12

2 17.89 17.576153 0.313846 0.017543 17.884175 0.005824 0.000325 17.8900002615374 -2.61537433488002×10–

7

1.46191969529347×10–

8

May

13

3 17.39 17.554779 -0.164779 0.009475 17.472043 -0.082043 0.004717 17.3900000772547 -7.72547394944922×10–

8

4.44248070698633×10–

9

May

14

4 17.65 17.533430 0.116569 0.006604 17.501633 0.148366 0.008406 17.6500000284613 -2.84613363987773×10–

8

1.61254030587974×10–

9

May

16

5 17.61 17.512108 0.097891 0.005558 17.806795 -0.196795 0.011175 17.6100000243747 -2.43746569594805×10–

8

1.38413724926068×10–

9

May

19

6 17.35 17.490811 -0.140811 0.008115 17.128512 0.221487 0.012765 17.3500000001375 -1.37461597660149×10–

10

7.92285865476363×10–

12

May

20

7 16.75 17.469541 -0.719541 0.042957 16.969464 -0.219464 0.013102 16.7500000057193 -5.71927927239813×10–

9

3.41449508799888×10–

10

May

21

8 17.86 17.448296 0.411703 0.023051 17.669029 0.190970 0.010692 17.8600000086396 -8.63959570551742×10–

9

4.83739961115197×10–

10

May

22

9 17.46 17.427077 0.032922 0.001885 17.599443 -0.139443 0.007986 17.4600000320697 -3.20696500466511×10–

8

1.83674971630304×10–

9

May

23

10 17.66 17.405884 0.254115 0.014389 17.497393 0.162606 0.009207 17.6600000154387 -1.54386903261639×10–

8

8.74218025264091×10–

10

Average Residual 0.0202 0.0092 -9.1292×10–8

Average Relative

Error

0.0130 0.0078 2.5602×10–9

Mean Absolute

Error

0.2252 0.1367 9.1292×10–8

Mean Square Error 0.9922 0.0247 7.714848273949280×10–15

Posterior Error

Ratio K

0.849031398741481 0.227876033693310 5.235025317962417×10–14

Small Error

Probability P

1 1 1

https://doi.org/10.1371/journal.pone.0254154.t002
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error by GM(1,1) and FGM(1,1) and WGM(1,1). The evaluation indicators displayed from the

two different sets of data show that the evaluation indicators of the WGM method constructed

in this study are far superior to the evaluation indicators corresponding to the GM method

and the FGM method. It shows that the simulation accuracy of the WGM method is higher

than that of the GM method and the FGM method, and the fit of the WGM method to the ran-

dom fluctuation data is better, which increases the application range of the grey system.

The statistics of the Tables 2 and 3 indicate the short-term efficiency of the WGM. Figs 2

and 3 compare actual value, GM forecasting value and FGM forecasting value and WGM fore-

casting value. The results show that the cures of GM appear flat and FGM and WGM follows

undulating appearance, but WGM is more effective than FGM in predicting stochastic volatil-

ity data. From the results, this study develops an accuracy forecasting model for improving the

effectiveness of PteroChina stock price and taiwan’s tourism demand in making short-term

and stochastic volatility predictions.

4.Summary

From the experimental analysis, the WGM has better simulation effect and higher prediction

accuracy than the GM and FGM. The prediction effect of the WGM established in this paper is

better than the FGM established in literature [29], and the simulation accuracy of the WGM is

higher.

According to the residual analysis and research of the grey model (GM(1,1)), a new method

residual correction prediction model(WGM) is established in this paper. This study of WGM

Fig 2. Line graphs of simulated values after processing of the three models.

https://doi.org/10.1371/journal.pone.0254154.g002
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makes the following contributions: 1)combing the grey forecasting and wavelet series model

to refine the forecasting effectiveness for the stochastic volatility data; 2)proving an effective

method for the application; 3)improving the accuracy of short-term forecasting in case involv-

ing sample data with significant fluctuations.
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