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Abstract

This paper addresses the question of whether one can generate networks with a given
global structure (defined by selected blockmodels, i.e., cohesive, core-periphery, hierarchi-
cal, and transitivity), considering only different types of triads. Two methods are used to gen-
erate networks: (i) the newly proposed method of relocating links; and (ii) the Monte Carlo
Multi Chain algorithm implemented in the e rgm package in R. Most of the selected blockmo-
del types can be generated by considering all types of triads. The selection of only a subset
of triads can improve the generated networks’ blockmodel structure. Yet, in the case of a
hierarchical blockmodel without complete blocks on the diagonal, additional local structures
are needed to achieve the desired global structure of generated networks. This shows that
blockmodels can emerge based only on local processes that do not take attributes into
account.

Introduction

In both social network analysis and other scientific fields, considerable attention is paid to
global network structures, which can be described using a blockmodel [1]. Development of the
subject area of blockmodeling was initially based on the work of social theories in the last cen-
tury [2-4]. Later, blockmodeling has been used in different scientific fields [5-11].

A blockmodel consists of clusters (also called positions) of units and the relationships
between those clusters. The units are assigned to the same cluster if they are equivalent accord-
ing to the pattern of links to the other units. Often, structural equivalence is assumed. Two
units are structurally equivalent if they are linked to the same units and by the same others
[12], implying they share the same social role [13, 14]. There are several well-known and stud-
ied types of blockmodels, e.g., cohesive, core-periphery, transitivity and hierarchical [1] which
are described in more detail in the next section.

In order to describe the processes that produce a given global structure, much effort was
made to study micro structures in the context of various global structures. For this propose,
the triadic census (the collection of all possible networks of size three which are visualized in
Fig 1), proposed by Davis [15], is often considered [15-19]. While the triadic census is well
studied in the context of different global network structures, no attention was given to the
dependencies between the triadic census and different global network structures,
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Fig 1. The collection of all triad types (triad census). The labels consist of three digits: the first digit denotes the number of mutual links (<), the second stands for
the number of arcs (—) while the third denotes the number of missing links between two units. Some types of triads with the same distribution of links are further
differentiated (see columns) and labeled with a letter (C stands for cycle, T for transitivity, U for up and D for down).

https://doi.org/10.1371/journal.pone.0197514.9001

operationalized by the types of blockmodels. This is especially important to consider when
thinking about the factors that drive a network to a certain global structure in terms of social
mechanisms [20].

Therefore, the main objective of this study is to test whether it is possible to generate net-
works with a given blockmodel structure (seven selected blockmodel types are considered),
taking only different types of triads into account. The main objective is further elaborated: is it
possible to generate networks with a given blockmodel type while considering only allowed or
only forbidden types of triads? The classification of allowed and forbidden types of triads is
determined for each type of blockmodel separately. Allowed types of triads are those whose
frequency is higher than zero in an ideal blockmodel structure (see section Global network
structure for the definition of an ideal blockmodel structure). On the other hand, forbidden
triad types are those whose frequency equals zero in an ideal blockmodel. The sets of allowed
and forbidden triad types are then reduced based on comparisons of the different types of
blockmodels for different levels of errors in the network according to the ideal blockmodel
being considered.

The sets of all triad types, the sets of allowed and forbidden triad types and the sets of
reduced (called selected) allowed and forbidden triad types are then used to generate networks
with a given blockmodel structure. For a blockmodel type which cannot be generated success-
fully based only on the types of triads, some other local network structures are considered.

Beside the different types of triads, other subgraph types of a size higher than three can be
used to generate networks with a given blockmodel. Milo et al. [21] confirmed that different
motifs are common in different empirical networks, where motifs are defined as “patterns of
interconnections occurring in complex networks at numbers that are significantly higher than
those in randomized networks”. Different types of triads, rather than motifs, are considered
chiefly because they are the smallest sociological unit from which the dynamic of a multi-per-
son relationship can be observed [17].

Various types of algorithms can be applied to generate networks with a given blockmodel,
considering only different triad types. In this study, the Relocating Links algorithm (RL algo-
rithm) and the Monte Carlo Multi Chain algorithm (MCMC algorithm) are used. If the gener-
ated structures with the selected set of triads, obtained using both algorithms, are very similar
and close to the assumed ideal structure, one may conclude it is possible to generate networks
with the assumed blockmodel structure by only considering the selected types of triads. On the
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other hand, if the generated networks are not similar and in line with the assumed blockmodel
structure, one may speculate whether this is a consequence of the specifics of the algorithms or
that the set of selected local structures is insufficient to generate this specific blockmodel.

In this study, it is assumed that the assignment of a unit to a cluster is unknown. Consider-
ing the information on the cluster assignment would require a different methodological
approach. It is also assumed that the units’ characteristics are not known. Kogut [22] reported
that a certain structure’s emergence in a network is often the consequence of rules that gener-
ate self-organization dynamics. These rules do not need to be technological in origin, but can
also reflect institutional or cultural norms and are also deeply embedded in the social identity
of the units, meaning they are often invisible or unknown when examining an empirical social
network.

Moreover, the study does not address the question of how the specific selected social mech-
anisms affect the emergence of given blockmodel types but instead examines the field in terms
of the presence of different social mechanisms for when can recognize a given global network
structure (blockmodel) in an empirical network. For example, when a given global network
structure is highly characterized by a very high number of transitive triads (or, when a given
blockmodel type can emerge due to units’ tending towards the creation of transitive links), one
can discuss several social mechanisms which are related to transitive triads. In this regard, one
must note that different social mechanisms can lead to a specific social output and a specific
social mechanism can lead to different social outputs [23]. Moreover, the social mechanisms
are very context-specific, which is why the study does not focus on specific social mechanisms
in light of the selected blockmodel types.

This paper is organized in the following way: first, the global network structures are
described in terms of blockmodels and then the local network structures (namely different
triad types) are presented. In this context, the sets of allowed and forbidden triad types and the
sets of selected allowed and selected forbidden triad types are proposed for each blockmodel
type. Considering these, random networks with the chosen blockmodels are generated using
the proposed RL algorithm and the MCMC algorithm. Generating a hierarchical blockmodel
without complete blocks on the diagonal is further discussed in a separate section (Improve-
ment of the hierarchical blockmodel without complete blocks on the diagonal) while the section
Concluding remarks about generating networks with triads briefly summarizes the ability to
generate networks with a given blockmodel considering only different triad types. Limitations
of the study and further research ideas are presented in the Conclusion.

Global network structures

Here, global network structures are defined by blockmodels. A blockmodel is a reduced net-
work in which the units are clusters (positions) of units from the network. The term block
refers to the link between two clusters (positions) and represents the block in the adjacency
matrix when units are grouped by clusters. The links in the blockmodel represent relationships
between the positions [1]. Using the blockmodeling procedure, a blockmodel can be derived
from a given empirical network. Blockmodeling is an approach for reducing a large, potentially
incoherent network to a smaller, comprehensible and interpretable structure [1]. It can entail
either a direct or indirect approach.

Several blockmodeling approaches have been developed to establish the best blockmodel
structure according to the given network and equivalence [1]. In this study, pre-specified
direct blockmodeling (generalized blockmodeling) was used. Here, the blockmodeling proce-
dure is a local optimization procedure. The solution is optimized with a relocation algorithm
which minimizes the value of the criterion function [24-26] by relocating units from one
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cluster into another. Compared to indirect blockmodeling, direct blockmodeling produces a
solution with a lower criterion function value. Further, in the case of direct blockmodeling, the
risk of a local optimum exists and therefore the algorithm must be repeated several times in
the hope of obtaining the global optimum, and its computational complexity is high when a
larger number of units is analyzed. Community detection methods are similar to blockmodel-
ing approaches when a cohesive blockmodel is pre-specified (see [27]).

There are several well-known and studied blockmodel types, e.g., cohesive, core-periphery,
hierarchical and transitivity [1, 28]. Even though all these structures have often been studied,
different definitions of them exist [29]. In this study, the definitions of blockmodel structures
are taken from Doreian et al. [1].

Structural equivalence [12, 30] is considered in all blockmodels. It was shown [1] that in the
case of structural equivalence only complete and null blocks exist. In ideal complete blocks, all
possible links are present while in ideal null blocks no link exists. The left matrix in Fig 2 repre-
sents a blockmodel with three clusters (positions). There are only complete and null blocks
where structural equivalence is completely satisfied. Such a blockmodel is a pre-specified
blockmodel and called an “ideal blockmodel”. In the blockmodel in Fig 2A, the diagonal blocks
are complete and all the others are null blocks. This type of blockmodel is called a cohesive
blockmodel. Usually, the empirical blockmodels being considered are not completely consis-
tent with the selected equivalency and errors exist when comparing such a blockmodel with an
ideal one. An error exists when a link is present in a null block or there is a non-link in a com-
plete block. Fig 2B-2D illustrates a cohesive blockmodel with different levels of errors. A level
of errors LE is defined on a scale between 0 and 1, where 0 corresponds to an ideal blockmodel
and 1 corresponds to a totally randomized network with the same density as in the ideal block-
model. The level of errors increases linearly as links are moved from complete blocks to null
blocks, until the densities of both block types are the same (the level of errors then equals to 1).
In such a network, it is not possible to distinguish between blocks. The number of links k
needed to be randomly reloacted in order to achieve a given level of errors in the network can
be calculated as

k:m_( m >*LE (1)

where m is the number of links and 7 is the number of units in a selected type of blockmodel
(see S1 Appendix for more details).
The following types of ideal blockmodels are defined and considered:

« Cohesive blockmodel is visualized in Fig 3A. With this blockmodel, several internally highly
connected clusters of units (positions) are present. The units from different clusters are not

A B

fl

Fig 2. Cohesive blockmodel with different level of errors. (A) level of errors is 0 (ideal blockmodel), (B) level of
errors is 0.25, (C) level of errors is 0.50, (D) level of errors is 1 (random network).

https://doi.org/10.1371/journal.pone.0197514.g002
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Fig 3. Different types of blockmodel structures: Graph (left) and matrix (right) representation. (A) cohesive, (B)
symmetric core-periphery, (C) asymmetric core-periphery, (D) hierarchical without complete blocks on the diagonal,
(E) hierarchical with complete blocks on the diagonal, (F) transitive without complete blocks on the diagonal, (G)
transitive with complete blocks on the diagonal; gray colored cells denote complete blocks while white colored cells
denote null blocks.

https://doi.org/10.1371/journal.pone.0197514.9003

linked to each other. This is a very basic network structure type and was also studied, e.g. in
the context of the structural organization of the brain [31].

This is also (approximately in some cases) the global structure found by community detec-
tion methods (see [27]).

o The most common core-periphery blockmodel consists of one cluster of units which are
highly internally linked to each other. Peripheral units which are not linked to each other are
also assumed in this type of network. The core-periphery blockmodel is called symmetric
when the links between the peripheral and core units are mutual (Fig 3B) and asymmetric
when only the peripheral units are linked to the core ones (Fig 3C) or when only the core
units are linked to the peripheral ones. The core-periphery blockmodel structure lies in the
middle of several extreme network properties, e.g. clique vs. star configurations, network
assortativity vs. network disassortativity, hierarchy vs. non-hierarchy, etc. [32]. Yet, for the
degree dispersion, the core-periphery model is the extreme model [33].

The core-periphery model is often associated with the existence of elites. An elite cluster is a
small cluster of units that are all linked to each other (core). Compared to peripheral units,
core units have greater prestige, usually defined by a higher number of incoming links
(higher in-degree).

A clear core-periphery blockmodel was found among high school students where a link
between students exists if the first student asked the second one to lend their study notes
[34]. It was also found when studying individual creative performances in the Hollywood
film industry [35], in the analysis of metabolic networks [36], and in many studies of scien-
tific co-authorships [37-39].

A hierarchical blockmodel consists of several clusters of units which can be ordered into a
hierarchy based on the direction of the links between the clusters. The units inside the clus-
ters can be either linked to each other (Fig 3D) or not (Fig 3E). A hierarchical structure is
often associated with companies’ organizational structure [40, 41].

o A transitivity blockmodel (Fig 3F and 3G) is similar to a hierarchical model. The only dif-
ference is that units from the clusters on the lowest level are linked to all clusters on the
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upper levels. This results in many transitivity relations (a relation R on a set A is called transi-
tive if, for any a, b, ¢ € A the conditions aRb and bRc imply aRc) which are very frequent
when networks are formed among humans [42, 43] and animals [44-46]. In the literature,
both hierarchical and transitive global network structures are often called hierarchical.

Algorithms for generating networks

Different statistical models have been developed [47] to explain the impact of local mecha-
nisms on global network structures or to characterize the global network structures in terms of
local network structures,. Many of these models capture different global network characteris-
tics such as a specific distribution of in-degree or out-degree, the clustering coefficient or the
small-world effect and less the specific global configuration of links in the network (e.g. in
terms of the blockmodel structure) [48]. Blockmodels provide a very detailed description of
the global network structure, which is especially important in the context of the social roles
which follow from the units’ position in the blockmodel.

To generate networks with a given blockmodel by considering different types of triads, two
similar algorithms are used: the RL algorithm and the MCMC algorithm implemented in the
ergm package implemented in R [49]. They both share the assumption that the units tend to
create such a constellation of links that would result in a desirable distribution of subgraphs of
size three or other characteristics in the network. Following the distinction between network
evolution models (NEM), network attribute models (NAM) and ERGM [47], the RL algorithm
can be classified to the NEM category.

The latter are primarily used to study how a specific rule (or set of rules) about creating and
dissolving links affects the global network structure, which is especially important in the theory
of social mechanisms [23, 50]. On the other hand, the ERGM is used to check to what extent
the global network structure can be explained when considering the structure of links and/or
characteristics of the units. It can also be used to generate networks based on estimated or
fixed parameter values. Both approaches are described and compared in more detail in the fol-
lowing sections.

Generating networks with the Relocating Links algorithm (RL algorithm)

The RL algorithm (see Algorithm 1) assumes that all considered local network statistics for the
case of an ideal network are represented by the vector T. The number of elements g of this vec-
tor equals the number of local network statistics considered. The numbers of different types of
triads are considered here, but some other local network statistics could also be chosen. The
distribution of all or only a subset of all triad types can be given (for forbidden triad types, cor-
responding values of T equal zero). Beside T, the initial random network Y, has to be given.
Before the iterative procedure starts, the Y, is saved as a new network Y,,,,,.

The iterative procedure is repeated many times. Upon each iteration, a pair of linked units i
and j and a pair of unlinked units k and / are randomly chosen. Then, the link between i and j
is dissolved and the link between k and [is established. The modified network is saved as the
proposed network Y),. From Y}, the number of each triad type considered T, is calculated. The
proposed network is saved as Y., (the new network) if the CR ratio is greater than 1. The CR
ratio is defined as

i=1

f:l ((znew - z)Q)i

LT, -9,

CR = (2)
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Then, the new iteration is performed and, after many iterations, the last Y,,,,, is the final
solution. Besides the Y., the values of CR can be saved and further analyzed.

Algorithm 1 The Relocating Links algorithm
Require: T > T denotes the distribution of local network statistics in
an ideal network

Require: Y, = Y, denotes a random network
Require: M = M denotes the number of iterations

1: Yoew <« Y,

2: Y, <« Y,

3: for m in 1: M do

4: randomly select a tie y;, ; in Yaeu

5: randomly select a non-tie yi,; in Y,ew

6: transform a tie y; ; to a non-tie in Y,

7: transform a non-tie yi ; to a tie in Y,

8: if CR > 1 then > CR is defined in Eqg 2

9: Ypew < Yp

10: else

11: Yp <« Ynew

12: end if
13: end for
14: return Y, .,

Compared to the MCMC algorithm introduced in the next section, the RL algorithm is
deterministic since a link is only allocated if the distribution of the triads of the proposed net-
work is closer to the distribution of the triads in the case of an ideal blockmodel. This may
result in lower variability of the global network structure of generated networks when the RL is
used since, compared to the MCMC algorithm, RL strive to generate networks with the exact
number of the selected types of triads. However, the risk of a local optimum exists which could
be avoided by further improving the algorithm. Moreover, RL is computationally very inten-
sive: as will be illustrated later, a higher number of iterations is required, especially in the case
of denser networks.

Generating networks with the MCMC algorithm

To describe how the networks were generated using the MCMC algorithm, Exponential Ran-
dom Graph Modelling (ERGM) has to be defined. Let us consider a random network Y (yis a
given empirical network) consisting of N units. Here, the link between the i-th and the j-th
unit can be represented by a random variable Y;;, while the set of all possible random networks
of this size is denoted by V. The distribution of Y can be written as

_ep{0s0)} ‘)

P0y<Y:)’) K(G y)

where y € ). Here, 0 is a vector of coefficients while g(y) is the vector of statistics obtained for
y. The normalization constant x(6, )) in the numerator is needed to ensure the sum of proba-
bilities equals 1.

Different methods can be used [51-54] to estimate the parameters 6. After that, one can
generate random networks based on the model obtained. To do this, several types of MCMC
algorithms have been proposed.

The simplest version of the algorithm that is based on Gibbs sampling is described below.
Generally, the start is represented by a network in ). Then, based on a uniform distribution,
one of the links or non-links is chosen. According to the model, the probability of establishing
or dissolving a link is calculated and then, based on this probability, the chosen link or non-
link is established or dissolved. The probability (y; denotes the complement of y;;, y; is the

PLOS ONE | https://doi.org/10.1371/journal.pone.0197514 May 30, 2018 7/24


https://doi.org/10.1371/journal.pone.0197514

@° PLOS | ONE

Generating global network structures by triad types

network with a link between i and j (y;; = 1) and y;; is a network without a link between i and j

(ri=0))
logit[P, (¥, = 1[Y; = )] = 0"(g3;) — 83;)) (4)

is calculated by the change in values of the estimated statistics before and after the change
in the link between i and j. The iterative process stops when approximate convergence to
Py, y(Y = ) is reached [49].

In this study a more general Metropolis-Hastings algorithm, implemented in the ergm
package was used. The benefit of this more general approach is that by selecting suitable pro-
posal distribution one can place suitable restrictions on the network, e.g. fixed denstiy. The
algorithm takes a proposed network y,,op05e4 from an auxiliary distribution depending on a
current network y,,ens With proability

. POU N ( Y = ypropased) q(ycurrenr ’ ypmposed)
min< 1,
P()OJ/(Y = ycuﬂent) q(yproposed’ ycuﬂent)

(5)

Normalizing constant disappears from the ratio of ERGM probabilities (Eq 5) and the ratio is
simplified

Pao‘y(Y = ypmposed)
Peo.y(Y = ycurrent)

= exp100[8 Wproposed = & Weurent) ]} (6)

The definition of the probability in Eq 5 is similar to the definition of the CR in Eq 2: both
compare the proposed network with the current one through the values of the proposed statis-
tics. The elements of T are the exact values from the network with the ideal global network
structure (where the number of units plays a significant role) while the values of 8 are regres-
sion coefficients and are, therefore, less directly related to the global network structure. In the
case of the RL algorithm, the link is relocated (i.e., one link is dissolved and one is established)
always when CR is greater than 1 and never when it is below 1.

As described, the method most often used to estimate the parameters 8 is MCMC-MLE
which can be computationally hard to estimate. In our study, the parameters can be estimated
based on networks with a given blockmodel without or with only very low levels of errors.
Using this approach, the estimation algorithm does not converge in many cases, probably
due to the high level of multicollinearity of the triads. In addition, from the end-user point of
view, estimating the values of all parameters for each blockmodel type would be very difficult.

Instead, the values of the ERGM parameters 6 are arbitrarily set to 2 (allowed) or -2 (for-
bidden). It has been clearly shown that some triad types are much more likely to appear in an
ideal network (compared to a random network). By setting all the parameters’ values to 2 or
-2, we essentially assume that all types of allowed triads have the same importance (and similar
for all forbidden triad types). Such a setting is critical when all types of triads are included in
the model and result in a relatively unstable model, particularly when the density is not fixed.

All types of triads are generated considering the number of links fixed (to the same value as
in ideal networks) on one hand, and free (with the density being the variable) on the other.
With the latter, the value of parameter edge is set to such a value that the mean density of 30
generated networks lies within the ideal-density interval +0.05.

Choosing triads for different types of ideal blockmodels

When generating networks with a specific type of a blockmodel (according to different triad
types), all triad types or only a subset of all of them can be considered. Considering only a
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subset of all possible triad types is particularly important when generating networks with the
RL algorithm. This is because the distribution of triads must be known in advance for each
type of ideal blockmodel separately. Here, it should be pointed out that the distributions of tri-
ads can vary among the same type of blockmodel with a different number of positions.

Since the number of different triads is also affected by the network density [55], the value of
the A-measure can be used to select a smaller number of different triad types (see S1 Appen-
dix) needed to generate the networks with a selected blockmodel. The A-measure is defined as
the ratio between the absolute number of a certain type of triad in an ideal blockmodel and the
mean number of such triads in a totally randomized network of the same density—see S2
Appendix for more information about generating totally randomized networks and networks
with a given level of errors.

The classifications of allowed and forbidden triad types for different blockmodel types are
presented in the next section followed by the classifications of selected allowed and selected
forbidden triad types, based on values of the A-measure.

Allowed and forbidden triad types

The triad types can be classified into the set of allowed or into the set of forbidden triad types
for each blockmodel type, based on the counts of triad types in an ideal blockmodel. Triad
types with the count equal to zero are said to be forbidden in a given blockmodel and are thus
classified into the set of forbidden triad types (for a given blockmodel). All the other triad
types are classified into the set of allowed triad types. This classification is essential for the
MCMC algorithm as it determines the values of the appropriate parameters in the ERGM
model (see the previous section).

A more detailed insight into how common a certain triad type is for a certain blockmodel
can be obtained by interpreting the A-measure values. The A-measure allows the relative num-
ber of triads to be compared within a certain type of blockmodel and also the relative number
of triads between different types of blockmodels. In order to obtain values of the A-measure,
10,000 totally randomized (LE = 1) networks for each ideal blockmodel type were generated
(see S2 Appendix). The A-measure values are presented in Table 1. Values greater than 1 indi-
cate triad types that are more likely to occur in an ideal network structure than would be
expected in randomized networks. Such are complete subgraphs of size three (a triad of type
300) in a cohesive blockmodel.

When the A-measure value is close to 1, the number of triads in the case of an ideal network
structure is close to the number of triads in totally randomized networks. This could indicate
their occurrence is mainly a consequence of the density rather than the type of blockmodel.
The A-measure values in the cells without any number in Table 1 equal zero and therefore
denote forbidden triads. It can be seen that the values of the A-measure of certain triad types
exceed zero in some, but not all, blockmodel types.

Reducing the number of triad types used to generate networks with a given blockmodel can
be beneficial in several ways. For example, it can help to identify the main (e.g. social) mecha-
nisms that cause a given blockmodel structure to be formed.

In addition, there are practical reasons which differ with respect to the algorithm used. For
the RL algorithm, the reduction to only forbidden triad types (or a subset of forbidden triad
types) is especially appealing as it does not require knowledge of the exact distribution of triad
types in the ideal network (as this algorithm otherwise requires) because the frequency of all
forbidden triad types is 0.

The frequencies of different forbidden triad types are also not affected by the sizes and
number of clusters. This means that, when generating networks by considering only the
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Table 1. A-measure values and the classification of allowed and forbidden triad types, and selected allowed and forbidden triad types for different types of blockmo-
dels. Values greater than zero denote allowed types of triads while the values which equals zero (cells without numbers) denotes forbidden types of triads; grey color

denotes selected triad types.

COHESIVE

003
300
120D
120U
102
021C
021U
021D
030T
201
120C
111D
111U
030C
210
012

https://doi.org/10.1371/journal.pone.0197514.t001

2.3
96.3

ASYMMETRIC
CORE-PERIPHERY

7.1
75
8.2

8.2

SYMMETRIC HIERARCHICAL HIERARCHICAL TRANSITVITIY TRANSITIVITY
CORE-PERIPHERY |WITHOUT WITH COMPLETE WITHOUT WITH COMPLETE
COMPLETE BLOCKS | BLOCKS ON THE COMPLETE BLOCKS ON THE
ON THE DIAGONAL DIAGONAL BLOCKS ON THE DIAGONAL
DIAGONAL
7.2 1.5 1.1
2.7 3.7 1.2
4.1 5.1
4.1 5.1
5.8
2.2 3.1
4.0 5.1
4.0 5.1
3.5 3.5
6.6

forbidden triad types, this information is not taken into account, which may be either desired
or not. On the other hand, the frequencies of all allowed triad types contain all the information
that is included in all (allowed and forbidden) triad types.

Networks generated by the RL algorithm can still differ as the CR (see Eq 2) is computed
slightly differently. For the MCMC algorithm, these issues are not relevant since the exact dis-
tribution of triad types is never taken into account when setting the parameter values. How-
ever, the MCMC algorithm is affected by multicollinearity, which can be reduced by selecting
only a subset of all triad types. Given the point of this algorithm, it is best to select only a small
number of relatively different triad types.

Selecting subsets of triad types

The sets of allowed and forbidden triad types can be further reduced to the selected allowed
and selected forbidden triad types. There are several ways to select the subset of triad types. In
this study, choice of triad types is based on their sensitivity to different levels of errors (from
0.2 to 1 with step 0.2), where the sensitivity is evaluated through the value of the A-measure
(10,000 random networks were generated for each level of errors). A more detailed description
of the process is given in S1 Appendix. The study does not focus on how to select the smallest
sufficient subset of triad types to generate networks with a given blockmodel, and therefore we
do not imply our procedure is the best possible one. Rather, the aim is to test whether it is pos-
sible to generate networks with a given blockmodel by considering a smaller set of triad types.
The selected triad types are shown in grey in Table 1. It may be seen that only a few triad
types are allowed for each type of blockmodel. Almost all of these types of triads are chosen for
all types of blockmodels. The exceptions are triad type 021C in the case of a hierarchical block-
model without complete blocks on the diagonal and triad type 300 in the case of a transitivity
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blockmodel with complete blocks on the diagonal. On the other hand, for some blockmodel
types only a small number of all forbidden triad types is selected, e.g. in the case of an asym-
metric core-periphery only one, and in the case of a cohesive blockmodel only two.

Simulation design

To address the objective of this study, it is assessed how well networks generated with the pre-
viously described algorithms (the number of iterations is set to 6,000 in the RL algorithm and
to 10,000 in the MCMC algorithm) match the assumed blockmodel type. With each algorithm,
50 networks (of size 24 units) with a given blockmodel structure are generated for each
selected set of triads. Each generated network is randomized. The R programming language
[56] is used.

Pre-specified blockmodeling (also called generalized blockmodeling) is applied to model
networks and randomized networks where the number of clusters is set as in the ideal net-
works (to two or three clusters, see Fig 3) (the blockmodeling [57] package implemented
in R). The partition is determined by 100 restarts of the blockmodeling algorithm. For each
generated network, the minimal value of the blockmodeling criterion function is preserved.

Here, it should be highlighted that there may be bias in the values of the criterion function,
where the networks are generated by the RL algorithm and all allowed triad types are consid-
ered. This is because the information on the number and sizes of the clusters is embedded in
the frequencies of the different allowed triad types when using the RL algorithm. Yet this is not
the case when the MCMC algorithm is used and/or other subsets of triads are considered.

As the criterion function is not generally comparable for different blockmodels, we propose
the Mean Improvement Value (MIV) which is calculated as

MIV—l_lzk: il 7)
kR

where P is the value of the criterion function of the i-th randomized network and P}" is the
value of the criterion function of i-th network generated based on the model and k is the num-
ber of generated networks. Its expected value in the case of a random partition is 0 and in the
case of an ideal blockmodel the value of the MIV equals to 1. The MIV obtained on a network
with a different number of units is generally not comparable.

For each type of generated network (the RL algorithm, the MCMC algorithm with fixed
density, and the MCMC algorithm with non-fixed density), visualizations of the P" and the P"
are presented in S19-S21 Figs for each type of blockmodel and each combination of triad types
considered. The corresponding values of the MIV are discussed in the next section.

Results

This section is organized in several subsections. First, to evaluate whether it is possible to gen-
erate networks with a given blockmodel by considering different triad types, the global net-
work structures of the networks generated with the RL algorithm and MCMC algorithm (fixed
and non-fixed density) are evaluated. For each algorithm, the networks generated by consider-
ing different sets of triad types are compared. Then, considerations are presented of certain
other local network structures in the event triads do not generate the networks with the
expected blockmodel. Finally, a general statement on generating networks using triads is
given.
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Fig 4. The MIV for each blockmodel type (generated by the RL algorithm) and selected set of triad types. (A) cohesive; (B) symmetric core-
periphery; (C) asymmetric core-periphery; (D) hierarchical without complete blocks on the diagonal (E) hierarchical with complete blocks on the
diagonal; (F) transitivity without complete blocks on the diagonal; (G) transitivity with complete blocks on the diagonal, (1) allowed and forbidden triad
types, (2) allowed triad types, (3) forbidden triad types. Note: only networks of transitivity with complete blocks on the diagonal blockmodel type and
hierarchical with complete blocks on the diagonal blockmodel type were generated by considering the selected allowed triad types.

https://doi.org/10.1371/journal.pone.0197514.g004

Networks generated with the RL algorithm

When the RL algorithm is used to generate networks and all triad types are considered, the
overall MIV is around 72%, which is more than for all other sets of triads considered (Fig 4).
On the other hand, the MIV corresponding to networks generated based only on all for-
bidden triads or all allowed triads is slightly lower or the same. What is outstanding is the
symmetric core-periphery with the lowest MIV varying between 11 and 32% among the dif-
ferent models (all, all allowed, or all forbidden triad types). As has been emphasized, when
the network is very dense the RL algorithm is less effective in finding the right link to relo-
cate. This is expressed in a very small peripheral part in the case of a symmetric core-periph-
ery blockmodel.

The MIVs are usually lower when all forbidden triad types are considered. The MIVs corre-
sponding to the cohesive blockmodel are very similar, yet the structure of the blockmodels so
generated is different when only the set of forbidden triad types is considered (the cluster sizes
are more variable).

When comparing the different blockmodel types, the highest MIV is observed in the case of
an asymmetric core-periphery blockmodel (98% when all allowed or all forbidden types of tri-
ads are considered), in the case of a transitivity blockmodel without complete blocks on the
diagonal (95% when all allowed types of triads are considered and 94% when all types of triads
are considered) and in the case of a transitivity blockmodel with complete blocks on the diago-
nal (94% when all allowed triad types are considered and 92% when all triad types are consid-
ered). In the latter case, there is quite considerable variability in the cluster sizes when all
forbidden types of triads are considered. To be more precise, the tendency to form one cluster
with a relatively high number of units and two clusters with a lower number of units is present.
This happens because different types of triads can be present in different parts of the network.

When generating networks with a hierarchical blockmodel without complete blocks on the
diagonal, a blockmodel structure which is not assumed emerges. Instead, there are links in the
blocks below the diagonal of the matrix and in the blocks above the diagonal. This means there
are links from the top to the lowest clusters and from the low clusters to the higher clusters.

On the level of units, only asymmetric links are possible. However, the density is still higher in
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ML

Fig 5. Some generated networks with the expected hierarchical blockmodel without complete blocks on the
diagonal. The RL algorithm is used and all triad types are considered.

https://doi.org/10.1371/journal.pone.0197514.9005

complete than in null blocks (Fig 5), which may be a consequence of the optimization algo-
rithm for pre-specified blockmodeling.

When all allowed triads are included in the process of generating networks, one would
expect a similar MIV as when all triads are included in the model. This is because all the infor-
mation for generating the networks embedded in all triad types is also embedded in only
allowed triad types (as all the rest have a count of 0).

The set of all allowed triad types and the set of triads with selected allowed types of triads
vary only in the case of a hierarchical blockmodel with complete blocks on the diagonal and a
transitivity blockmodel with complete blocks on the diagonal. The selection of triad types
slightly improves the MIV in the case of both blockmodel types. In the former case, the block-
model structure can be visually recognized in most, but not all, generated networks. On the
other hand, there are very low levels of errors in all generated networks with a transitive block-
model with complete blocks on the diagonal.

Comparing the networks generated with all forbidden triad types and the networks gener-
ated with only the selected forbidden triad type, the MIV is generally lower in the latter case
for all types of blockmodels. By visually observing some generated networks, it is hard to rec-
ognize the assumed blockmodel structure, except for some transitive blockmodels with com-
plete blocks on the diagonal.

Networks generated with the MCMC algorithm: Fixed density

Since the RL algorithm is more deterministic, it generally performs better than the MCMC
algorithm. But when networks are denser the MCMC algorithm might perform better as in
the case when considering the set of all allowed types of triads when generating a symmetric
core-periphery blockmodel. This is another reason one has to consider different algorithms
when studying micro structures in the context of various global network structures using
simulations.

When all possible triad types are considered, the overall MIV among all blockmodel types
is higher when the networks are generated using the RL algorithm and lower when the net-
works are generated using the MCMC algorithm with a fixed density (Fig 6). Yet generated
networks have an assumed blockmodel structure (Fig 7) with a relatively low level of errors,
except the hierarchical one without complete blocks on the diagonal where the global network
structure obtained is similar to that produced with the RL algorithm (considering selected
allowed triad types) (see Fig 5). Further, the hierarchical structures with complete blocks on
the diagonal and the cohesive one are less clear than the others.

Considering only all allowed or only all forbidden triad types does not produce networks
with a significantly higher level of errors. The MIVs are lower when selected forbidden triad
types are considered compared to the case when all forbidden triad types are considered. In
this instance, the generated networks do not have the expected blockmodel.

Further selection of the different types of triads that are allowed does not improve a hierar-
chical blockmodel with complete blocks on the diagonal, even though some MIVs indicate the
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Fig 6. The MIV for each blockmodel type (generated by the MCMC algorithm with fixed density) and selected set of triad types. (A) cohesive; (B)
symmetric core-periphery; (C) asymmetric core-periphery; (D) hierarchical without complete blocks on the diagonal (E) hierarchical with complete
blocks on the diagonal; (F) transitivity without complete blocks on the diagonal; (G) transitivity with complete blocks on the diagonal, (1) allowed and
forbidden triad types, (2) allowed triad types, (3) forbidden triad types. Note: only the networks of transitivity with complete blocks on the diagonal
blockmodel type and hierarchical with complete blocks on the diagonal blockmodel type were generated by considering the selected allowed triad types.

https://doi.org/10.1371/journal.pone.0197514.g006

opposite. Conversely, a further selection of allowed triad types improves the global structure of
networks with an expected transitivity blockmodel with complete blocks on the diagonal.

The further selection of all possible triad types (allowed and forbidden) improves all the
MIV values, especially those corresponding to the hierarchical blockmodel with complete
blocks on the diagonal and the cohesive blockmodel.

The generated networks with the expected hierarchical blockmodel structure without com-
plete blocks on the diagonal are not in line with the expected global network structure. This is
true for any set of triad types considered.

Networks generated with the MCMC algorithm: Non-fixed density

In the event the initial networks are totally randomized ideal networks, networks generated
using the MCMC algorithm with a non-fixed density are close to the networks with a fixed
density (Fig 8). The further selection of different triad types is not seen as so important in the
case of an asymmetric core-periphery blockmodel and a transitivity blockmodel (with or with-
out complete blocks on the diagonal), while it improves the structure of generated networks
with an expected symmetric core-periphery blockmodel and a hierarchical blockmodel with
complete blocks on the diagonal.

Here, it is noted that the way the initial networks are chosen has a great impact on the net-
works generated. When considering the random networks (with the expected number of links
is equal to the number of links in an ideal network) as initial networks and the MCMC algo-
rithm with a non-fixed density is used, many generated networks are totally empty or totally
full. This is especially when all triad types are included in the model. In this study, the random-
ized ideal networks are used as initial networks, meaning the density of the initial networks is
not variable and is the same as in the ideal networks.

Improvement of the hierarchical blockmodel without complete blocks on
the diagonal

The proposed models for generating networks with a hierarchical blockmodel structure with-
out complete blocks on the diagonal perform poorly. This is seen by the mean improvement
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Fig 7. Some empirical generated networks using the RL algorithm by considering all triad types. By rows: (A)
cohesive; (B) symmetric core-periphery; (C) asymmetric core-periphery; (D) hierarchical without complete blocks on
the diagonal; (E) hierarchical with complete blocks on the diagonal; (F) transitivity without complete blocks on the
diagonal; (G) transitivity with complete blocks on the diagonal.

https://doi.org/10.1371/journal.pone.0197514.g007

values and the distribution of the values of the criterion function (see S1 and S21 Figs, Figs 6,
7D and 9A for some empirical examples).

The obtained blockmodel structure is often hierarchical but has additional links from the
upper to the lower clusters and with all asymmetric links. This is especially typical of networks
generated using the MCMC algorithm. Therefore, the main focus is put on the networks gen-
erated using the MCMC algorithm with a non-fixed density. The resulting global structure
probably emerges since all considered triad types appear in all parts of the network. Their com-
bination produces a network that is highly determined by paths of length three (e.g., 1 —2 —
3 — 2, where digits denote clusters). The MIV is 0.17.

Therefore, by considering the paths of length three, the links from the upper to the lower
positions are omitted. Here, it should be pointed out that the number of triads is unit-based
while the number of paths of length three is an edge-based count. However, an additional
parameter paths of length three (in the case of networks with a different number of positions,
paths of different lengths should be considered) is added to the model with the value of -2 (as
forbidden). Networks generated using this model have the expected hierarchical structure but
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Fig 8. The MIV for each blockmodel type (generated by the MCMC algorithm with variable density) and selected set of triad types. (A)
cohesive; (B) symmetric core-periphery; (C) asymmetric core-periphery; (D) hierarchical without complete blocks on the diagonal (E)
hierarchical with complete blocks on the diagonal; (F) transitivity without complete blocks on the diagonal; (G) transitivity with complete blocks
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with complete blocks on the diagonal blockmodel type and hierarchical with complete blocks on the diagonal blockmodel type were generated

by considering the selected allowed triad types.
https://doi.org/10.1371/journal.pone.0197514.9008

with only two clusters (Fig 9B). From time to time, networks with a transitivity blockmodel
without complete blocks on the diagonal are also produced (MIV = 0.74).

To obtain three positions (instead of two), the parameter’s value of triad type 021C has to
be increased, e.g. to the value to 4. Such a model produces networks with a very clear hierarchi-
cal structure without complete blocks on the diagonal (Fig 9C). There are no errors in all gen-
erated networks in null blocks while some appear in complete blocks (MIV = 0.93).

All of the described networks are generated using the MCMC algorithm. When the RL algo-
rithm is used, all allowed types of triads and paths of length three can be considered. In that
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Fig 9. Some generated networks with a hierarchical blockmodel structure without complete blocks on the
diagonal using different models. The networks are generated by the MCMC algorithm with a non-fixed density. (a)
All selected types of triads; (b) All selected types of triads and paths of length three; (c) All selected types of triads (with
a higher parameter value for the triad of type 021D) and paths of length three.

https://doi.org/10.1371/journal.pone.0197514.9009
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Fig 10. Some examples of generated networks for each type of a blockmodel. The networks are generated using the RL algorithm by selected allowed types of triads.
(A) cohesive; (B) symmetric core-periphery; (C) asymmetric core-periphery; (D) hierarchical without complete blocks on the diagonal (E) hierarchical with complete
blocks on the diagonal; (F) transitivity without complete blocks on the diagonal; (G) transitivity with complete blocks on the diagonal.

https://doi.org/10.1371/journal.pone.0197514.g010

case, some errors appear in both null and complete blocks, which is a consequence of the fixed
density. However, with a higher number of iterations, the number of errors could also be

lower.

Concluding remarks about generating networks with triads

Three approaches are proposed for generating networks with a given blockmodel structure.
The networks so generated are compared with totally random networks of the same density.
As expected, there are fewer errors in these networks when generated using the RL algorithm
compared to the MCMC algorithm. With both approaches, the selection of triad types does
not necessarily result in generated networks with higher or lower levels of errors.

Both algorithms perform well in the case of asymmetric core-periphery blockmodels. How-
ever, in the case of the symmetric core-periphery blockmodel, the MIVs are usually small,
which is reflected by the insufficiently small periphery in the generated networks. It is also
hard to generate a hierarchical blockmodel without complete blocks on the diagonal when
considering only different triad types, regardless of the algorithm used to generate the net-
works. By adding paths of length three, the empirical networks produced have the expected
blockmodel type with a very low level of errors (see Fig 9).

One of the most important findings is that the number of different types of triads reflects
the assumed global network structure (all generated networks have the expected blockmodel,
see Fig 10), where it is often sufficient to consider only some of all possible types of triads.

Conclusion

This paper examined whether often used global structures, operationalized by blockmodels,
can emerge as a consequence of local processes operationalized by different triad types. It was
shown that for most of the studied blockmodels this indeed happened. The only exception is a
hierarchical blockmodel without complete blocks on the diagonal, where additional local
structures are needed to obtain a good fit with the assumed blockmodel structure.

The main conclusion of the study is that the global network structures, considered in this
paper, can emerge due to the local mechanisms, regardless of the characteristics of the units.

This was shown by generating networks that considered different triad types using two
algorithms: the proposed deterministic Relocating Links (RL) algorithm and the Monte Carlo
Markov Chain (MCMC) algorithm (specifically Metropolis-Hastings algorithm) [49]. The RL
algorithm randomly selects a link and exchanges it with a randomly selected non-link. The
change is accepted if the new network’s local structure count is closer to the target count than
in the previous network. With the MCMC algorithm, the same local structures were used as
parameters in the ergm model.
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To determine the target count for the RL algorithm and the parameter values for the
MCMC algorithm, the count of different triad types in ideal networks (namely, those that per-
fectly comply with a certain blockmodel) had to be determined. This was achieved by consid-
ering the specific blockmodel type and corresponding cluster sizes. All types of triads were
classified in the set of forbidden and set of allowed triad types for each blockmodel. Allowed
triad types are those that are present in ideal networks and forbidden triad types are those that
are not. The RL algorithm uses counts of a selected local structure in an ideal blockmodel
while for the MCMC algorithm the parameter values were determined based on the classifica-
tion into allowed and forbidden triad types. Both algorithms performed very well; the excep-
tion is the hierarchical model without complete blocks on the diagonal (an additional
parameter must be added) and to a smaller extent the symmetrical core-periphery model. On
average, the RL algorithm performed slightly better.

This paper also explored whether one can reduce the required local structure information
by using only allowed or only forbidden triad types. Using only forbidden types of triads is
especially desirable for the RL algorithm as the count for this triad type is zero. In addition, the
reduction of all these sets (all, allowed, forbidden) of triad types was studied based on their sen-
sitivity to errors according to the blockmodel structure. Most of these reductions of sets of dif-
ferent triad types overall resulted in only a slightly worse fit and in some cases even in an
improved performance. The only exception is when using only selected forbidden triad types,
which did not generate the assumed blockmodel structure.

Some considered blockmodel types are defined for only two clusters (symmetric and asym-
metric core-periphery blockmodels). The other blockmodel types can consist of more than
three clusters. The initial tests suggest that for cohesive blocmodel, transitive blockmodel
(both types: with complete blocks on the diagonal and with null blocks on the diagonal), the
results presented in this paper can be generalized to the blockmodels with higher number of
clusters, while for others such speculations based on our tests are not possible.

There are several ways this study could be extended. One would be to move from consider-
ing the local structures (e.g. types of triads) to explicitly define other types of rules for creating
and dissolving links in the network. Another extension of this study could be to consider the
selected social mechanisms that lead to a change from one particular blockmodel to another
particular blockmodel, which was not addressed in this study due to the very high context-
dependency of the social mechanisms and blockmodels. Something similar was done by Ber-
man et al. [58] who showed that the sexual and romantic network structure of students is close
to a hierarchical structure due to a social norm that prohibits cycles of length four.

Besides developing sociological theory, understanding such mechanisms might also help
generate the evolution of networks towards given blockmodels. This can also be useful when
testing dynamic blockmodeling algorithms [59-61].

Different triad types were studied in the context of different blockmodel types using simula-
tions. Based on the results given in this paper, a more mathematical relationship between the
different triad types and different blockmodel types can be established.

Supporting information

S1 Appendix. Generating totally randomised networks and networks with a given level of
errors.
(PDF)

S$2 Appendix. Selected allowed and forbidden triad types.
(PDF)
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S1 Fig. Some empirical generated networks using the RL algorithm by considering all triad
types. By rows: (A) cohesive; (B) symmetric core-periphery; (C) asymmetric core-periphery;
(D) hierarchical without complete blocks on the diagonal; (E) hierarchical with complete
blocks on the diagonal; (F) transitivity without complete blocks on the diagonal; (G) transitiv-
ity with complete blocks on the diagonal.

(PDF)

S2 Fig. Some empirical generated networks using the RL algorithm by considering allowed
triad types. By rows: (A) cohesive; (B) symmetric core-periphery; (C) asymmetric core-
periphery; (D) hierarchical without complete blocks on the diagonal; (E) hierarchical with
complete blocks on the diagonal; (F) transitivity without complete blocks on the diagonal;

(G) transitivity with complete blocks on the diagonal.

(PDF)

S3 Fig. Some empirical generated networks using the RL algorithm by considering for-
bidden triad types. By rows: (A) cohesive; (B) symmetric core-periphery; (C) asymmetric
core-periphery; (D) hierarchical without complete blocks on the diagonal; (E) hierarchical
with complete blocks on the diagonal; (F) transitivity without complete blocks on the diagonal;
(G) transitivity with complete blocks on the diagonal.

(PDF)

S4 Fig. Some empirical generated networks using the RL algorithm by considering all
selected triad types. By rows: (A) cohesive; (B) symmetric core-periphery; (C) asymmetric
core-periphery; (D) hierarchical without complete blocks on the diagonal; (E) hierarchical
with complete blocks on the diagonal; (F) transitivity without complete blocks on the diagonal;
(G) transitivity with complete blocks on the diagonal.

(PDF)

S5 Fig. Some empirical generated networks using the RL algorithm by considering selected
allowed triad types. By rows: (A) cohesive; (B) symmetric core-periphery; (C) asymmetric
core-periphery; (D) hierarchical without complete blocks on the diagonal; (E) hierarchical
with complete blocks on the diagonal; (F) transitivity without complete blocks on the diagonal;
(G) transitivity with complete blocks on the diagonal.

(PDF)

S6 Fig. Some empirical generated networks using the RL algorithm by considering selected
forbidden triad types. By rows: (A) cohesive; (B) symmetric core-periphery; (C) asymmetric
core-periphery; (D) hierarchical without complete blocks on the diagonal; (E) hierarchical
with complete blocks on the diagonal; (F) transitivity without complete blocks on the diagonal;
(G) transitivity with complete blocks on the diagonal.
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S7 Fig. Some empirical generated networks using the MCMC algorithm (fixed density) by
considering all triad types. By rows: (A) cohesive; (B) symmetric core-periphery; (C) asym-
metric core-periphery; (D) hierarchical without complete blocks on the diagonal; (E) hierar-
chical with complete blocks on the diagonal; (F) transitivity without complete blocks on the
diagonal; (G) transitivity with complete blocks on the diagonal.
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S8 Fig. Some empirical generated networks using the MCMC algorithm (fixed density) by
considering allowed triad types. By rows: (A) cohesive; (B) symmetric core-periphery; (C)
asymmetric core-periphery; (D) hierarchical without complete blocks on the diagonal; (E)
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hierarchical with complete blocks on the diagonal; (F) transitivity without complete blocks on
the diagonal; (G) transitivity with complete blocks on the diagonal.
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S9 Fig. Some empirical generated networks using the MCMC algorithm (fixed density) by
considering forbidden triad types. By rows: (A) cohesive; (B) symmetric core-periphery; (C)
asymmetric core-periphery; (D) hierarchical without complete blocks on the diagonal; (E)
hierarchical with complete blocks on the diagonal; (F) transitivity without complete blocks on
the diagonal; (G) transitivity with complete blocks on the diagonal.

(PDF)

$10 Fig. Some empirical generated networks using the MCMC algorithm (fixed density) by
considering all selected triad types. By rows: (A) cohesive; (B) symmetric core-periphery; (C)
asymmetric core-periphery; (D) hierarchical without complete blocks on the diagonal; (E)
hierarchical with complete blocks on the diagonal; (F) transitivity without complete blocks on
the diagonal; (G) transitivity with complete blocks on the diagonal.
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S11 Fig. Some empirical generated networks using the MCMC algorithm (fixed density) by
considering selected allowed triad types. By rows: (A) cohesive; (B) symmetric core-periph-
ery; (C) asymmetric core-periphery; (D) hierarchical without complete blocks on the diagonal;
(E) hierarchical with complete blocks on the diagonal; (F) transitivity without complete blocks
on the diagonal; (G) transitivity with complete blocks on the diagonal.
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S12 Fig. Some empirical generated networks using the MCMC algorithm (fixed density) by
considering selected forbidden triad types. By rows: (A) cohesive; (B) symmetric core-
periphery; (C) asymmetric core-periphery; (D) hierarchical without complete blocks on the
diagonal; (E) hierarchical with complete blocks on the diagonal; (F) transitivity without com-
plete blocks on the diagonal; (G) transitivity with complete blocks on the diagonal.

(PDF)

$13 Fig. Some empirical generated networks using the MCMC algorithm (variable density)
by considering all triad types. By rows: (A) cohesive; (B) symmetric core-periphery; (C)
asymmetric core-periphery; (D) hierarchical without complete blocks on the diagonal; (E)
hierarchical with complete blocks on the diagonal; (F) transitivity without complete blocks on
the diagonal; (G) transitivity with complete blocks on the diagonal.

(PDF)

S14 Fig. Some empirical generated networks using the MCMC algorithm (variable density)
by considering allowed triad types. By rows: (A) cohesive; (B) symmetric core-periphery; (C)
asymmetric core-periphery; (D) hierarchical without complete blocks on the diagonal; (E)
hierarchical with complete blocks on the diagonal; (F) transitivity without complete blocks on
the diagonal; (G) transitivity with complete blocks on the diagonal.

(PDF)

S15 Fig. Some empirical generated networks using the MCMC algorithm (variable density)
by considering forbidden triad types. By rows: (A) cohesive; (B) symmetric core-periphery;
(C) asymmetric core-periphery; (D) hierarchical without complete blocks on the diagonal; (E)
hierarchical with complete blocks on the diagonal; (F) transitivity without complete blocks on
the diagonal; (G) transitivity with complete blocks on the diagonal.

(PDF)
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S16 Fig. Some empirical generated networks using the MCMC algorithm (variable density)
by considering all selected triad types. By rows: (A) cohesive; (B) symmetric core-periphery;
(C) asymmetric core-periphery; (D) hierarchical without complete blocks on the diagonal; (E)
hierarchical with complete blocks on the diagonal; (F) transitivity without complete blocks on
the diagonal; (G) transitivity with complete blocks on the diagonal.

(PDF)

$17 Fig. Some empirical generated networks using the MCMC algorithm (variable density)
by considering selected allowed triad types. By rows: (A) cohesive; (B) symmetric core-
periphery; (C) asymmetric core-periphery; (D) hierarchical without complete blocks on the
diagonal; (E) hierarchical with complete blocks on the diagonal; (F) transitivity without com-
plete blocks on the diagonal; (G) transitivity with complete blocks on the diagonal.

(PDF)

S18 Fig. Some empirical generated networks using the MCMC algorithm (variable density)
by considering selected forbidden triad types. By rows: (A) cohesive; (B) symmetric core-
periphery; (C) asymmetric core-periphery; (D) hierarchical without complete blocks on the
diagonal; (E) hierarchical with complete blocks on the diagonal; (F) transitivity without com-
plete blocks on the diagonal; (G) transitivity with complete blocks on the diagonal.

(PDF)

$19 Fig. The distribution of the criterion function for the generated networks and for ran-
domised networks with the mean improvement value obtained by the RL algorithm. R
denotes the distribution of P and M denotes the distribution of P,,. By rows: (A) cohesive; (B)
symmetric core-periphery; (C) asymmetric core-periphery; (D) hierarchical without complete
blocks on the diagonal; (E) hierarchical with complete blocks on the diagonal; (F) transitivity
without complete blocks on the diagonal; (G) transitivity with complete blocks on the diago-
nal. By columns: (H) all; (I) all allowed; (J) all forbidden; (K) selected; (L) selected allowed; (M)
selected forbidden types of triads.

(PDF)

$20 Fig. The distribution of the criterion function for the generated networks and for ran-
domised networks with the mean improvement value obtained by the MCMC algorithm
with fixed density. R denotes the distribution of P and M denotes the distribution of P,,,. R
denotes the distribution of Pz and M denotes the distribution of P,,. By rows: (A) cohesive;
(B) symmetric core-periphery; (C) asymmetric core-periphery; (D) hierarchical without com-
plete blocks on the diagonal; (E) hierarchical with complete blocks on the diagonal; (F) transi-
tivity without complete blocks on the diagonal; (G) transitivity with complete blocks on the
diagonal. By columns: (H) all; (I) all allowed; (J) all forbidden; (K) selected; (L) selected
allowed; (M) selected forbidden types of triads.

(PDF)

$21 Fig. The distribution of the criterion function for the generated networks and for ran-
domised networks with the mean improvement value obtained by the MCMC algorithm
with non-fixed density. R denotes the distribution of P and M denotes the distribution of
P,... R denotes the distribution of Pr and M denotes the distribution of P,,. By rows: (A) cohe-
sive; (B) symmetric core-periphery; (C) asymmetric core-periphery; (D) hierarchical without
complete blocks on the diagonal; (E) hierarchical with complete blocks on the diagonal; (F)
transitivity without complete blocks on the diagonal; (G) transitivity with complete blocks on
the diagonal. By columns: (H) all; (I) all allowed; (J) all forbidden; (K) selected; (L) selected
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allowed; (M) selected forbidden types of triads.
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