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Abstract

The production task queue has a great significance for manufacturing resource allocation
and scheduling decision. Man-made qualitative queue optimization method has a poor
effect and makes the application difficult. A production task queue optimization method is
proposed based on multi-attribute evaluation. According to the task attributes, the hierarchi-
cal multi-attribute model is established and the indicator quantization methods are given. To
calculate the objective indicator weight, criteria importance through intercriteria correlation
(CRITIC) is selected from three usual methods. To calculate the subjective indicator weight,
BP neural network is used to determine the judge importance degree, and then the trape-
zoid fuzzy scale-rough AHP considering the judge importance degree is put forward. The
balanced weight, which integrates the objective weight and the subjective weight, is calcu-
lated base on multi-weight contribution balance model. The technique for order preference
by similarity to an ideal solution (TOPSIS) improved by replacing Euclidean distance with
relative entropy distance is used to sequence the tasks and optimize the queue by the
weighted indicator value. A case study is given to illustrate its correctness and feasibility.

Introduction

Under the fierce market competition background, how to achieve the aim of just-in-time produc-
tion is always a key factor of an enterprise’s survival and development. As one of the final and the
most important phases of product manufacturing, assembly has a significant impact on the reali-
zation of just-in-time production [1-9]. The production task queue, which is formed by prioritiz-
ing the production tasks, is determined by the task attributes. In the complex product assembly
process, the working time is long and production resources are limited. In the task queue, the
manufacturing resource allocation should be inclined to the high priority task, and the schedul-
ing decision should also pay more attention to the high priority task. If the low priority task is
executed earlier than the high one, the whole production process will be delayed. Thus the pro-
duction task queue should be optimized in a scientific and reasonable way.

For the complex product assembly workshop, manufacturing resource allocation and sched-
uling decision is very conducive to the realization of just-in-time production. Optimizing the
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task queue in a scientific and reasonable way can provide the basis for manufacturing resource
allocation and scheduling decision. The related researches are mainly focused on scheduling
algorithms [10-13] and assembly line balancing problem (ALBP) [14-17]. However, different
tasks have different priorities. On the one hand, this influence mostly hasn’t been considered in
the scheduling algorithms and ALBP [10-17]. On the other hand, ALBP is mainly applied in
the batch production line. The complex product assembly has the characteristics of single or
small batch production, discrete process, manual operation etc. The researches of ALBP are
unsuitable for complex product assembly workshop.

In fact, production task queue optimization based on task attributes can be abstracted as a
multi-attribute evaluation problem. The methods commonly used to solve this problem
include analytic network process (ANP) [18], principal component analysis (PCA) [19], ana-
lytic hierarchy process (AHP) [20], maximum entropy method [21], fuzzy evaluation method
[22], technique for order preference by similarity to ideal solution (TOPSIS) [23] etc. The indi-
vidual application has a certain shortage, so the combination of these methods has been
researched. Wang et al. proposed the method of multi-process plan evaluation base on fuzzy
comprehensive evaluation and grey relational analysis [24]. Lou et al. proposed comprehensive
evaluation model for water-saving development level of irrigation management in Sichuan
province [25]. Yang et al. established the improved TOPSIS model in the comprehensive evalu-
ation of groundwater quality [26].

From the related researches [18-26], the solutions of multi-attribute evaluation problem
can be summarized as follows: firstly build the evaluation indicator system based on the object
attributes, secondly calculate the indicator weight, and lastly sequence the objects by their
weighted indicator values.

How to Calculate the Indicator Weight

Based on the related literatures, the indicator weight calculating methods can be classified into
three categories: objective weighting, subjectively weighting and combined weighting.

In objective weighting, entropy method [27], standard deviation method [28] and criteria
importance through intercriteria correlation (CRITIC) [29] are widely applied.

In subjectively weighting, the exact number scale of 1~9 levels, which is used to express the
subjective judgment in AHP [20], cannot completely reflect the judgment ambiguity. To repre-
sent the human-mind ambiguity, using the fuzzy comment such as ‘a little’ and ‘clear’ is more
reasonable. Rough Sets (RS) is a mathematical tool to quantitatively analyze and process the
imprecise, inconsistent and incomplete information [30]. The true perception of the judges can
be apperceived more deeply with RS method. So it is widely applied in fault diagnosis [31-32],
prediction and control [33-34], pattern recognition [35-36] and data mining [37-39] etc. If
the indicator system has a large number of attributes and complex relationships, using RS
method to determine the weight is often with a heavy calculation workload and low feasibility.
Thus, Wang et al. defined the concept of rough number and rough boundary interval and pro-
posed a rough AHP method [40]. In the group decision, the experience and wisdom of every
judge should be fully exploited. Because the judges have different experiences, abilities and
employment positions, they affect the result of group decision in a different degree. It is not
reasonable that different judges are regarded as equal in subjectively weighting [24,26,31].

In combined weighting, both the objective indicator value differences and the subjective
judge preferences are considered to determine the indicator weight. So the combined weighting
can reduce the information loss caused by the individual objective or subjective weighting.
Some methods of combined weighting have been put forward: multiplying combination [26],
experience factor combination [41] and optimized combination [24,42]. If the objective weight
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vector is equal to the subjective weight vector, the combined weight vector will be equal to the
either one. If the subjective weight value of an indicator is unequal to its objective weight value,
the combined weight value will be in between. In the methods of multiplying combination [26]
and optimization combination [24,42], the above two points cannot be guaranteed. In the
method of experience factor combination [41], the dependence on the experience factor will
increase the influence of the subjective preference.

How to Sequence the Objects

TOPSIS is a classic sequencing method for multi-attribute evaluation. Euclidean distances
between the evaluation object and the two ideal points are used to calculate the closeness [23].
The objects on the perpendicular bisector of two ideal points have the same closeness and can-
not be distinguished [43,44]. So some improved methods have been proposed such as the
improved TOPSIS by angle measure evaluation [43] and the improved TOPSIS by vertical pro-
jection [44]. In the improved TOPSIS by angle measure evaluation [43], the angle closeness
between the evaluation object and the ideal point is considered but the length difference is
ignored. If two objects have the same angle closeness and different length, the sequencing
result will be wrong. In the improved TOPSIS by vertical projection [44], if two or more objects
have the same projective point on the connection line of two ideal points, they will not be
distinguished.

Methods

The production task queue has a great significance for manufacturing resource allocation
and scheduling decision. To solve the problem of poor effect and application difficulty of

the man-made qualitative queue optimization, we propose a production task queue optimiza-
tion method based on multi-attribute evaluation as shown in Fig 1. Firstly, the hierarchical
multi-attribute model (HMaM) of the objects is built. Secondly, the indicator weight vector is
calculated based on the multi-weight contribution balance. Lastly, the improved TOPSIS by
replacing Euclidean distance with the relative entropy distance is proposed to sequence the
tasks by the weighted indicator values.

Hierarchical Multi-attribute Model

The methods of affinity diagram [45], system diagram [46,47] and Delphi method [48] are
used to make the task attributes hierarchical. After some proper simplification, HMaM is built
in Fig 1.

As is shown in Fig 2, HMaM includes four layers: the target layer L,, the standard layer L,,
the sub-standard layer L; and the indicator layer L,. The formal description of HMaM is
M = {V, E} as follows:

1. V={v;, v ..., v,} represents the node set. vicLy, v2,V3,VacLa, VsV, - VpsacLss Vpiss
VP+6,. . .,Vq€L4. Ll’ Lz, L3, L4 Cc V.

2. E={(v;,v}, 5}

between v; and v;, and J; represents the relative weight of v; dominated by v;.

V(vi,v;,8}) € E, vi € Ly V vy € Lia (k = 1,2,3).

N vivieV, 0<5}§1} is the relationship set. (v;, v;, 5;) represents the relationship

As shown in Fig 2, the overall evaluation target v; is divided into three standards, namely
component preparing standard v,, work feature standard v; and assembly line feature standard
v4. The description and quantization of the indicators are as follows:
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Fig 1. The flowchart of the production task queue optimization method.

doi:10.1371/journal.pone.0134343.g001
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Fig 2. The structure of HMaM.
doi:10.1371/journal.pone.0134343.9002

1. Component preparing standard v,
In the assembly process, the complex product is generally divided into several assembly
units, and each assembly unit is composed of several parts. For example, the aero-engine is
divided into rotor unit, combustion unit, transmission unit etc. Rotor unit is composed of
turbine part, combustion unit is composed of combustor part, and transmission unit is com-
posed of decelerator part and transmission casing part. So the standard v, can be divided
into the sub-standards vs, vs,. . ., v, which mean the component preparing status of assem-
bly units. The sub-standard v;(5<i<p) can be divided into the indicators v,.5,Vp6s- - -» Vg
which mean the component preparing status of parts.

2. Work feature Standard v
The standard v; can be divided into the sub-standards v,.,; (emergency degree) and v,
(production type).

The sub-standard v, is composed of the indicators vy, (product emergency degree) and
Vg+2 (additional emergency degree). The indicator vy, means the product emergency degree
specified in production plan. The indicator v,,, means the task emergency degree attached by
the assembly workshop managers.

The sub-standard v,,, is composed of the indicators v, ; (primary production type) and
Vq+4 (secondary production type). The indicator vq,3 means the production types such as
development production, small batch production, maintenance, repair, overhaul etc. The
indicator v4,4 means the customer types of the product corresponding to the task.

1. Assembly line feature standard v,
The standard v, means the features of the assembly line which the task will be assigned to.
The standard v, can be divided into the sub-standards v, (line-load capacity) and v,.4
(line-load condition).

The sub-standard v, 3 is composed of the indicators v4,5 (maximum line-load value) and
Vg+6 (line-load surplus). The indicator v,,s means the maximum number that the assembly
line can undertake tasks simultaneously. The indicator vy, is the difference between the tasks
being undertaken and the maximum line-load.

The sub-standard v, 4 is composed of the indicators vq. (line-load surplus) and v, (line-
load rate). The indicator v, is the ratio of the tasks being undertaken to the maximum line-
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Table 1. The quantization methods of the indicators.
Indicator Quantization method
Vp+s5 (Component preparing status = v p.5 = Fp,5/Cp.s
of the part 1)

Vp+s(component preparing status V.6 = Fp.6/Cp6
of the part 2)

V4 (component preparing status v, = F,/Cq
of the part g-p-4)

Vg+1 (product emergency degree) vq.1 € {0.8, 0.6, 0.4, 0.2}

Vg+2 (@dditional emergency As same as Vg, 1.
degree)

Vq+3 (primary production type) k

n
Vawa =D €x o

k=1

Vg+4 (Secondary production type)  As same as V3.
Vg+s (Maximum line-load value)  vg,s = LN/max{LN;}

Vg+6 (line-load margin) Vg+e = (LN—r_LN;)/max
{LN—r_LN}
Vg+7 (line-load rate) Vas7 = (LN—r_LN)/LN;

doi:10.1371/journal.pone.0134343.t001

Remarks

Cp.5 means the total component number of the part 1 and F .5 means the prepared
component number of the part 1.

Cp+6 means the total component number of the part 2 and F,.s means the prepared
component number of the part 2.

C, means the total component number of the part g-p-4 and F, means the prepared
component number of the part g-p-4.

Emergency degree is divided into four levels: especially emergency, more emergency,
emergency and general, which correspond to the evaluation value 0.8, 0.6, 0.4 and 0.2.

As same as Vg,1.

Take e experts to evaluate p primary production types PT1,PT5, .. .,PT, with fuzzy
mathematic method (the fuzzy comment set is Rem = {Rem{,Rems, ..., Rem,} which
correspond to the fuzzy evaluation value set Val = {1/(n+1),2/(n+1), ..., n/(n+1)}). For PT;
€ PT (1<i<p), the fuzzy comment set of e experts is PT_Rem = {PT_Rem;,PT_Rems,,. . .,
PT_Remd}(PT_Rem; € Rem,1<j<e), and the membership grade of Rem, € Rem can be
expressed as &y = ey/e where ey is the number of the fuzzy comment Remy in PT_Rem.
So if the task’s primary production type (vg4.3) is PT;, the indicator value is vq,3 =
Z k

& ——
; K n+i1

As same as Vg;3.

There are I tasks and W assembly lines (I <W) and the tasks will be assigned to different
assembly lines. LN; is the maximum line-load of the line j and r_LN; is the number of the
tasks being undertaken by the line i, 1<i<W, 0<r_LN; <LNi.

As same as Vg;s.

As same as Vg,s.

load. If the line-load rate v, is high, the assembly line is busy and the ability to accept new

tasks is low.

The quantization methods of the indicators are shown in Table 1.

Objective Weight Calculation

In this paper, there are m indicators (V.5 Vpie- - > Vgp Vqa1s Vqu2s- - » Vqu7> SO M = q-p+3) and
evaluation objects. The indicator value decision matrix is defined as T = (t;})x,, in which t;; rep-
resents the value of the object i on the indicator v; (0<i<[, 0<j<m). To eliminate the dimen-
sion effects of different indicators, the standardized processing is carried on and the
standardized decision matrix is Z = (z;;) ;. For the efficiency type indicators (vps,Vp+65- - ->Vg»
Vagr1>Vga2s - - Vqe7)s Zij = Lijl tmax(f)- For the cost type indicators (v, ), z;; = tmin(j)/t;; where
tmax()) = max(typtz) « ty)stmin () = min(tyty)e - ty).

The usual methods to calculate the objective weight are as follows:
1. Entropy method

For m indicators, the entropy value of the indicator v; is:

1 (%, % l
E‘/]:—@ZZ—HZ—](Z]:;ZU) (1)

i=1 oJ

The entropy value EV; is smaller, the difference of the values of all objects on the indicator v;
is more obvious. So the indicator v; is more important. Using entropy method, the objective
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weight of the indicator v; is:

7, = (- EV)/> (1 EV) 2)

2. Standard deviation method
Using standard deviation method, the objective weight of the indicator v; is:

Ly, = UJ/Z 0; (3)
i=1

whereg; = 4 |1 Z (z, — =-—)? is the standard deviation of the indicator V.

3. CRITIC
The correlation coefficient between the indicator v; and the indicator v is:

Z(Zki - ii)(zkj - 51)

. P
cery = (4)

\/Z (24 — Z_,i)z Z (ij - Z_J)z

k=1

where y;, y; are the arithmetic average value of v; and v;.
The conflict degree between v; and other indicators is:

m

R = Z(l — ccr,.j) (5)

i=1

Using CRITIC, the objective weight of the indicator v; is:
Ly, = Cj/ Z G (6)
i=1

where C; = g;R; is the information volume of v;.

Subjective Weight Calculation

BP Neural Network-based Judge Importance Degree Determination. Different judges
have different experiences, abilities and employment positions, so their distinguishing impor-
tance degree should be taken into consideration. BP neural network has the ability of self-learn-
ing and makes the importance degree assignment more scientific and reasonable [49,50]. In
this paper, we propose a BP neural network-based method to solve the judge importance
degree (JID) determination problem in group decision.

In the JID assignment model base on BP neural network, several successful decisions includ-
ing sequencing judgments and actual sorting result are necessary as the sample data. For a suc-
cessful decision, the sequencing judgment is used as one of the input and the actual sequencing
result is used as the output.

There is a group of N’ (N’ is a natural number) samples. In every sample, s (s>>1) judges sort
the objects O;,0,,. . ., O,. In the sample N (N<N’), the sequencing judgment by the judge i
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(i=1,2,...,5) can be expressed as a linear order LI,-<N> : O,(f\’ ), Of;’ R O,(,N ). The symbol
L™ (O;), which represents the number of the objects behind O; in LI; (including itself), also
represents the score of O; in LI;.

We assume that the JID vector is p = [p1,p2," - -»ps] (Z p,=1,0<p, <1 LI(N)(OJ.) =

i=1

1

Z p, - LIV (O;) is called the weighted Borda number of the object O;. Lastly, the objects Oy,
i=1

Oy,. . ., O, are sequenced by their weighted Borda numbers. The sequencing result of s judges is
also a linear order LI™ : O O ... O™ LI* : O:,0;, - -, O is the actual sequencing linear
order of the objects O;,0,,. . ., O,. So we can build the BP neural network model as shown in Fig 3.

In the input layer, the neuron number is sxr and the input matrix is IN®) = (in;m)sx,,
where inEjN) is equal to LI (0).

In the hidden layer, the neuron number is r (equal to the object number). For the neuron i,
its input is ny) and output is dfm (i=1,2,...,r). The connection weight matrix between input
layer and hidden layer is composed of s matrix blocks, and the matrix block j (j = 1,2,. . .,s) is:

w0 0
§ 0 7%, - 0
F(N) = (’YI(k ))rxr = (7)
j
0 0 s

In the output layer, there is only one neuron. The connection weight matrix between hidden
layer and output layer is (1,1,. . .,1)".

Fig 3. The structure of BP neural network for determining JID.

doi:10.1371/journal.pone.0134343.9003
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The reasoning process can be described as follows. For the hidden layer node j (j = 1,2,. . .,7),
its input is y" = Z pNin = LI ™)(0,) and its output is dY =foY + 0,) (the effect func-
i=1

d™)), and its

Y r

tion is f(y) = 17+). For the output layer node, its input is d = d™,dM ...
output is b™ = (B, 85", - - -, b™) in which b{"' is the score of O; in the linear order LI™ :

oM O, -, 0™ sorted by dV, di) - -, d™. Its effect is sorting 0;,0,,. . ., O, in order and
giving their scores. For the error function, the error of the sample N is Error™) =

Z (b;N) - b;f)2 where b;m is the score of O;in LI™ : oM, o, ..., 0™ and b; is the score of
=1
O;inLI" : 0;,0;,---, 0.

The learning process is shown in Fig 4.

After the BP neural network has been trained successfully, we need normalize the connec-
tion weights between input layer and hidden layer to obtain the JID as follows:

For the connection weight matrix between input layer and hidden layer, calculate the diago-
nal elements’ average value of its every matrix block. To the matrix block j (j = 1,2,. . .,s), that is
Y™, = *Z V(N .

=1 J

The average values y™), y™), ...y ‘are normalized and the importance degree of judge

jis:
oy =1 /304 (8)
i k=1 K

So we can obtain that the JID vector is p = [p1,p2, - »ps-

Trapezoid Fuzzy Scale-Fuzzy AHP Considering the Judge Importance Degree. We use
trapezoidal fuzzy number to express the subjective judgment opinion [51]. Based on the mem-
bership function of trapezoid fuzzy number, the natural number 1,2,. . .,n can be converted to
trapezoidal fuzzy number:

3
1,1,-.2),i=1
(7727 )71
¥ . N .
i=q(i—-1,i—=,i+=-,i+1),i=2,3,---,n—1 9)
2 2
1
(n—l,n—§,n,n),z:n

» o« » o«

The comments of the 9-level scale are “extremely inferior”, “strongly inferior”, “significantly
inferior”, “slightly inferior”, “equal”, “slightly superior”, “significantly superior”, “strongly
superior” and “extremely superior”. Therefore, the 9-level scale 1, 2, . . ., 9 can be improved to
the form of 1/9,2/8, - --,9/1. According to Eq 9, we can calculate that the trapezoidal fuzzy
numbers 1/9,2/8,---,9/1 equal to (1/9,1/9,3/17,1/4), (1/9,3/17,1/3,3/7), . ..., (4,17/3,9,9) in
order.

Based on RS theory, it is assumed that U is the non-null limited target set namely discourse
domain, and T'is one target in U. All targets in U belong to » partitions D;,D,,. . .,D,, with the

order of D;<D,<...<D,,.
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S

Fig 4. The learning process of BP neural network to determine JID.

doi:10.1371/journal.pone.0134343.g004

For D; € R, 1<i<n, its upper approximation set and lower approximation set are as follows:

AS(D,) = {T € KIKC U/R(T) AK > D}

(10)
AS(D,) = {T € K|[K C U/R(T) AK < D}

where U/R(T) is the partition of uncertain relationship R on U.
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If all targets in U are fuzzy number form, D; can be expressed by its fuzzy number rough
boundary interval as follows:

where N (D,) and N (D,) are the numbers of targets in AS(D,) and AS(D,), respectively.

The subjective weight is determined by the trapezoid fuzzy scale-fuzzy AHP considering the
judge importance degree (TFS-FAHP-JID) as follows:

Step 1: For v,, v3, v, dominated by v; as shown in Fig 1, let O = {O;,0,,. .., O,} (here r =3
and O = v, O, = v3, O3 = 1) and collect the opinions of s (s>1) judges.
7 (W)

The fuzzy reciprocal judgment matrix of judge u is X = (&,

i )y, where the trapezoidal

(w) p) ()
i abij 1 Cij s

the judge u, 0,0, € O, u=1,2,.. 5. We use the form of 1/9,2/8, - -+, 9/1 to express Sc,.j(”).
Step 2: Do the consistency check on X, X® ... X respectively. The simple form of
X045 X0 = (x,)

fuzzy number 561;(“) = (a dfj“)) is the relative importance degree of O; to O; given by

() 5 () % () 5 ()
x; " € ker(x;"') where ker(x,; ") represents the kern of x,;*’.

nxn? “ij

r . . r y . r r . ) i (u)
=35, hel = 3 k) = 3 Y [x,, 0 = max{| g — i [}
j=1 i=1

i=1 j=1

If ) < & (¢ is usually equal to 0.1), X passes the consistent check, so X “) is a consistent
matrix. Otherwise some appropriate adjustments of X are needed.

Step 3: Construct the group-decision matrix X = (% where

ﬁ)rxr
~ ~ (1) ~ (2 ~ (s
%= (50,57, 5.

Step 4: Calculate the fuzzy number rough boundary interval of every element in X and con-
struct the fuzzy-number rough pair comparison matrix X*.

The fuzzy number rough boundary interval of 9?17(”) can be calculated as follows:

RBI(x,") = [L(%,"),L(x,")] (12)

According to the JID vector p = [p1,p2, - -»ps] (Z p; =1,0 < p, < 1), the fuzzy number

i=1

rough boundary interval of X j is as follows:

+poL (%) 4+ p.L(E") (13)

y

So the fuzzy-number rough pair comparison matrix X* is as follows:

RBI(X,,) RBI(X,) --- RBI(X,)

) RBI(X,,) RBI(X,,) --- RBI(X,)

X = . . _ (14)
RBI(X,) RBI(X,) --- RBI(X,)
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Step 5: Separate X* into the upper bound matrix X** and the lower bound matrix X*~ as

follows:

(L(X,) L(X,) L(X,,) ]

- ]:(Xm) I:(Xn) ]:(XQr) -

X*.+ = . . . 7X*77
_‘Z’(Xrl) I’(XrQ) I:(er)_
[L(X,) L(X,) L(X,)]
L(X,) L(X,) L(X,,)

_ . (15)

_L(Xd) —(XrQ) L(er)_

Step 6: The gravity center of a trapezoidal fuzzy number can represent its characteristics to

the maximum extent, so we map the upper and lower bound matrixes X** and X*~ into the
gravity center form X~ and X **. Here, for the trapezoidal fuzzy number (a, b, ¢, d) where a<
b< ¢< d, its gravity center is:

(@4+d-c+A)+B*+b-a+a®)

G= 16
3d+c—a-0) (16)
For X **, the eigenvector corresponding to its eigenvalue is calculated as [£,&,-, f;]T.
For X, the eigenvector corresponding to its eigenvalue is calculated as [, &), - - -, ﬁf]T. So
the relative weight vector of O;,0,,. . ., O, dominated by v, is
0+ om, )" (17)

& ¢
wheren, =3 [ ——+ —~

Here, because r = 3 and O, = v,, O, = v, O3 = vy, [, - 1,] " is equal to [3}, J}, 5"
Step 7: Repeating the steps 1-6 top to down as in shown in Fig 1. For the 1 nodes v;,

Viib- - - Vi, O layer k to the node v; on layer k-1, the relative weight vector is

y =1, 8., ]". In &, the relative weights of nodes on layer k not dominated by v;

i Yir1r " T Yigy
equal to zero.
Step 8: Do hierarchical general ordering.
For the overall target, the subjective weight vector of ny_; nodes on layer k-1 is as follows:

— k— k— —1)1T
e A PN (18)
Relative to the node v; on layer k-1, the weight vector of n; nodes on layer k is as follows:
K Kok %) 1T
PP = ol pafs o ) (19)

where the weights of nodes not dominated by the node v; equal to zero.
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Therefore, merge the matrices P" P{" ... 7P£zl;>,. as follows:
P(k):[ng)’Pék)’u»’PEl]ZJ (20)

The weight vector of the nodes on layer k relative to the overall target is as follows::
o = PW . ) — plb plkD) . 2 (21)

where ¢? is the weight vector of the nodes on layer 2 relative to the overall target.

Finally the subjective weight vector of nodes on layer L relative to the overall target is calcu-

lated out as ¢

Balanced Weight Calculation Based on Multi-weight Contribution
Balance Model
In comprehensive sequencing process, the sequencing result of evaluation objects depends on

their weighted indicator values. Based on the combination of the objective weight and the sub-
jective weight, the balanced weight is defined as follows:

=2 oY+ 2y (22)

where 41,4, (A1,4;, > 0,1, + 4, = 1) are the balanced coefficients of the subjective and objective
weight, respectively.

For the evaluation object i (i = 1,2,. . .,I), the subjective weight contribution of the indicator
v;is il(p(vf)z

iv;?
)

while the objective weight contribution of the indicator v;is 4,1, z,, (p+5<j<q
]
+7). For the evaluation object i, the multi-weight contribution deviation is:

q+7

Z (il(PSj)zi‘v- - )‘Qijzi‘vj)Q (23)

J
j=p+5
Based on the equality relationship of different evaluation objects, the total multi-weight con-
tribution deviation is:

q+7

1
Z Z (/II(PE:)ZLVJ - ;LQijZi,vj)z (24)

i=1 j=p+5

Therefore, the multi-weight contribution balance model is built as:

1 q+7

min) > (497, — Ax,z,)" ) Stdgdy 20,0 42 =1 (25)

i=1 j=p+5

Here, 1, can be expressed as 1-1,, so we can obtain 1;,4, as follows:

I q+7 1 q+7
Yo> a9 + 1) Yo> w0 @) + 1)
i=1 j=p+5 i=1 j=pt5
A= I q+7 Ay = I qt7 (26)
y 2 y 2
S ) S a0 )
i=1 j=p+5 i=1 j=p+5
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Improved TOPSIS Sequencing

In information theory, the difference degree between two n-dimensional uncertainty systems
W, = Wi, ) and W, = (Y5, s, - -, /°) can be measured by the relative entropy as
follows:

o WL Ay L=V
RDﬁ = Z(lpl log*}s + (1 - lpi )log B) (27)
i=1 Wi 1- ‘//i
where /', y/? (i = 1,2,...,n) mean the appearance probability of the uncertain status i in the

systems ¥ 4, W5 [52,53].

According to the standardized decision matrix Z and the balanced weight w, we can obtain
the weighted standardized decision matrix H = w - Z. The relative entropy RD?, has the charac-
teristics as follows: RD% >0, and RD% = 0 only when ¥ 4 = W5 [52,53]. So we definite the
followings:

For the evaluation object k (k = 1,2,. . .,]), the relative entropy distance (RED) from it to the
positive ideal point H" is as follows:

m + _ Lt

RD; = Z(hjlogz—f+ (1 -k} )log 1=k ) (28)

j=1 kj

And the relative entropy divergence from it to the negative ideal point H™ is as follows:

N,k . 1—h
RD, = Z(hi logh— +(1—h; )log1 —

j=1 kij

) (29)

where H" = [h], hy,--- h],h} = max{h, , h,, ---, h;}and
H™ = [h1_7 h;7 T h;,]v hi_ = min{hl.i’ h2,i’ e ’hl.i}’

For the evaluation object H, the relative entropy distance closeness between it and the ideal
points H",H is RC, = RD, /(RD; + RD; ) which has the characteristics as follows:
IfH*=H",RC, = 1.

If H* = H, RC; = 0.
When RD; —0 (that is H*#H" and HAH', H*~H"), RC;—1.

As can be seen, the relative entropy distance between the evaluation object and the ideal
points fits well with the basic sequencing principles of TOPSIS, so the improved TOPSIS by
replacing Euclidean distance with the relative entropy distance (TOPSIS-RED) is reasonable.
We can calculate the relative entropy distance closeness between each evaluation object and
the ideal points successively, and obtain the final task queue optimization result by sequencing
them in the descending order.

Case Study

In the assembly workshop of an engine manufacturing enterprise, the task attributes are as
follows:

Primary production types: development production, small batch production, maintenance,
repair and overhaul (by expert evaluation method shown in Table 1, the indicator values are
0.8000, 0.5600, 0.2600, 0.3600, 0.4800 in order).

Assembly lines: PLy, PL,, PL;. Their maximum line-loads are 5, 10, 8 in order, and the under-
taken task numbers are 3, 7, 4 in order. The tasks of different production types are mixed
executed.
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Table 2. The attributes of the five tasks T4, Ty, T3, T3, Ts.

Task
T
Tz
T3
Ta
Ts

Vi2
100%
20%
91%
88%
46%

Vis Via Vis
56% 89% 95%
31% 22% 12%
19% 95% 11%
43% 56% 90%
80% 13% 26%

doi:10.1371/journal.pone.0134343.t002

[1.0000
0.2000
0.9100
0.8800

0.4600

Vie Viz Vig Vig V2o V2q V22
especially emergency emergency development production SAC 10 3 70%
more emergency emergency overhaul XAC 5 2 60%
general more emergency small batch production CAC 8 4 50%
emergency especially emergency repair SAC 8 4 50%
more emergency general maintenance CAC 5 2 60%

Customer types: the companies CAC, SAC, XAC (by expert evaluation method shown in
Table 1, the indicator values are 0.3600, 0.7400, 0.5600).
Assembly units: the rotor unit ET; (composed of the turbine part P;), the combustion unit ET,
(composed of the combustor part P,) and the transmission unit ET; (composed of the decelera-
tor part P; and the transmission casing P,).

There are five tasks T4, T5, T3, Ty, Ts (corresponding to the assembly line PL,, PLy, PLs, PL3,
PL,, respectively) which are shown in Table 2.

The indicator value decision matrix is as follows:

0.5600 0.8900 0.9500 0.8000 0.6000 0.8000 0.7400 1.0000 0.7500 0.7000 ]
0.3100 0.2200 0.1200 0.4000 0.6000 0.4800 0.5600 0.5000 0.5000 0.6000

0.1900 0.9500 0.1100 0.2000 0.4000 0.5600 0.3600 0.8000 1.0000 0.5000 | (30)
0.4300 0.5600 0.9000 0.6000 0.8000 0.3600 0.7400 0.8000 1.0000 0.5000
0.8000 0.1300 0.2600 0.4000 0.2000 0.2600 0.3600 0.5000 0.5000 0.6000

(1) The objective weight

Table 3. Comparison of the objective weights determined by entropy method, standard deviation method and CRITIC.

Indicator

Vi2
Vi3
Vig
Vis
Vie
Viz
Vig
V19
V2o
V24

V2o

Entropy method Standard deviation CRITIC
method
EV; z i z i R; z
0.7178 0.0928 0.6044 0.0957 0.6044 5.1520 0.0713
0.7228 0.0912 0.5041 0.0798 0.5041 11.8650 0.1370
0.6745 0.1071 0.5423 0.0859 0.5423 5.9896 0.0744
0.6125 0.1275 0.5062 0.0801 0.5062 5.0917 0.0590
0.7296 0.0890 0.5215 0.0826 0.5215 6.2877 0.0751
0.7332 0.0878 0.5586 0.0884 0.5586 6.5125 0.0833
0.7405 0.0854 0.5256 0.0832 0.5256 7.0750 0.0852
0.7506 0.0820 0.6244 0.0989 0.6244 5.8377 0.0835
0.7563 0.0802 0.5965 0.0944 0.5965 4.6755 0.0639
0.7522 0.0815 0.6261 0.0991 0.6261 6.2889 0.0902
0.7702 0.0756 0.7065 0.1118 0.7065 10.9308 0.1769

doi:10.1371/journal.pone.0134343.1003
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The standardized decision matrix is as follows:

[1.0000 0.7000 0.9368 1.0000 1.0000 0.7500 1.0000 1.0000 1.0000 0.7500 0.7143 |
0.2000 0.3875 0.2316 0.1263 0.5000 0.7500 0.6000 0.7568 0.5000 0.5000 0.8333
Z = 09100 0.2375 1.0000 0.1158 0.2500 0.5000 0.7000 0.4865 0.8000 1.0000 1.0000 |(31)
0.8800 0.5375 0.5895 0.9474 0.7500 1.0000 0.4500 1.0000 0.8000 1.0000 1.0000
_0.4600 1.0000 0.1368 0.2737 0.5000 0.2500 0.3250 0.4865 0.5000 0.5000 0.8333

We can obtain three objective weight vectors by entropy method, standard deviation
method and CRITIC shown in Table 3, respectively. Through the comparison shown in Fig 5,
it is found that: The curve of the objective weight assignment determined by standard deviation
method appears smooth. In general, the two curves of objective weight assignment determined
by standard deviation method and entropy method are similar. The line of objective weight
assignment determined by CRITIC is more complicated than the other two.

In conclusion, both entropy method and standard deviation method reduce the competition
degree of different indicators, and make the objective weight assignment tends to equilibrium.
So they cannot fully reflect the actual condition of the objective weight assignment. With the
consideration of both the variability and the conflict, CRITIC can more fully reflect the compe-
tition information of the indicators than entropy method or standard deviation. The compari-
son and analysis are consistent with the method definitions in Section Objective Weight. So
we choose CRITIC to determine the objective weight of the indicators. By CRITIC, the objec-
tive weight vector is as follows:

7 = [0.0713 0.1370 0.0744 0.0590 0.0751 0.0833 0.0852 0.0835 0.0639 0.0902 0.1769]" (32)

(2) The subjective weight
It is assumed that there are three judges to sort four objects. There are six samples shown in
Table 4. In the sample 1, the four objects are 0;,0,,03,0, and their real order is O,,03,04,0.

0.18 ‘ ‘

—=©— Entropy method
===-#-== Standard deviation method
0.16 — ==-#=== CRITIC

o o
- S
N >
I
|

o
o

Objective weight value

008

0.06

0.04 | | I I I I

v12 v13 vi4 v15 v16 v17 v18 v19 v20 v21 v22
Indicators

Fig 5. The comparison of objective weights using entropy method, standard deviation method, and CRITIC, respectively.

doi:10.1371/journal.pone.0134343.9005
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Table 4. The six samples of the BP neural network model.

Sample No.
inyq inyy
1 1 4
2 4 3
3 1 4
4 4 2
5 2 3
6 1 3

doi:10.1371/journal.pone.0134343.t004

inq3

2

N = 2 N =

Input Expected output
inya ina ingz ina3 inzq inz ingz inss in3a b, ) bz* bs* b4*
3 4 1 3 2 3 2 1 4 1 4 3 2
2 3 1 4 2 4 2 1 3 4 3 1 2
& 2 3 1 4 4 1 3 2 1 4 2 3
S 2 4 3 1 2 4 1 3 4 1 2 3
4 2 3 1 4 3 4 1 2 3 2 1 4
4 1 2 3 4 4 3 2 1 1 3 4 2

In the sample 2, the four objects are Os,04,0;,05 and their real order is Os,06,05,0;. In the
sample 3, the four objects are Oy,0,4,0;1,0;, and their real order is O;¢,0;,,0;1,0s. In the sam-
ple 4, the four objects are O;3,014,0;5,0;6 and their real order is O;3,016,0;5,014. In the sample
5, the four objects are O,7,0,5,019,0,¢ and their real order is 0,9,0;7,013,019. In the sample 6,
the four objects are O,1,0,,0,3,0,4 and their real order is O,3,0,2,0,4,0;;.

Due to space limitations, the detailed training process of BP neural network is omitted. The
JID vector is calculated as follows:

p =1[0.4285 0.3346 0.2369] (33)

For the nodes v,, v3, v4 dominated by the overall evaluation target layer node vy, trapezoid
fuzzy scale-rough AHP is used to determine their relative subjective weights as follow:

Step 1: The fuzzy reciprocal judgment matrices of v,, v, v4 by the three judges are as fol-
lows:

5/5 6/4 7/3 5/5 7/3 8/2 5/5 7/3 5/5
XW=14/6 5/5 6/4|,.X"=|3/7 5/5 6/4|,X®=13/7 5/5 3/7| (34)
3/7 4/6 5/5 2/8 4/6 5/5 5/5 7/3 5/5

Step 2: After calculation, XV, X, X all pass the consistency check.
Step 3: The group-decision matrix is constructed as follows:

X=14/6,3/7,3/7 5/5,5/5,5/5 6/4,6/4,3/7 (35)

3/7,2/8,5/5 4/6,4/6,7/3 5/5,5/5,5/5

Step 4: Calculate the fuzzy number rough boundary interval of every element in X.

(1) A A N e e e e . (A 5o o

x\) = 6/4” of X,,, its upper approximation set is {6 /4,7/3,7/3} and its lower
approximation set is {6 /4 }. So the upper limit of RBI(x3)) is L(x\}) = W =
(0.7500,1.6455,2.6190,3.4444), and the lower limit of RBI(x}y) is L(x}}) = %% =
(1.0000,1.2222,1.8571,2.3333). For the other two partitions ‘x\y = 7/3”and ‘x\) = 7/3’, the
upper and lower limits of RBI(x\3) and RBI(x\?) can be obtained by the same way. By Eq 13,
RBI(XIQ) = [(0.8333,1.5044,2.3650,3.0740), (1.2500,1.7866,2.8730,3.8148)].
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The fuzzy number rough boundary intervals of other elements in X can be obtained simi-

larly. The fuzzy-number rough pair comparison matrix X* can be constructed as follows:

1.0]  RBIX,) RBI(X,)
RBI(X,) (1] RBIX,)
RBI(X,) RBI(X,) [1.1]

X =

Step 5: Separate X* into the upper bound matrix X** and the lower bound matrix X*:

(1,1,1,1)
(0.2698, 0.3561, 0.5695, 0.7037)
(0.2485,0.3115, 0.4644, 0.55832)

(1,1,1,1)
(0.3492,0.4473,0.6939, 0.8519)
(0.6929,0.7233,0.7977,0.8439)

Xt =

(0.8333,1.5044, 2.3650, 3.0740)
(1,1,1,1)
(0.5476,0.6850, 1.0606, 1.3333)

(1.2500, 1.7866, 2.8730, 3.8148)
(1,1,1,1)
(0.7619,0.9451, 1.5152, 2.0000)

(1.2870,1.4603, 2.0741,2.7222)
(0.4167,0.5309, 0.8315, 1.0370)
(1,1,1,1)

(1.9537, 2.4603, 4.4074, 6.7222)
(0.9167,1.1235,1.7106, 2.1481)
(1,1,1,1)

(37)

(38)

Step 6: By Eq 16, the upper and lower bound matrices X** and X*~ can be mapped into the
gravity center matrices X~ and X " as follows:

1 1.9456  1.9018 1 2.4448 3.9492

0.4761 1 0.7067 |, X" =
0.3965 0.9106 1

X = 05873 1  1.4815|(39)

0.7649 1.3148 1

The eigenvector corresponding to the eigenvalue of X~ and X * is [-0.8394-0.3820-
0.3865] " and [-0.8431-0.3700-0.3901] ", respectively. So the relative weight vector of v,,v3,v4
dominated by v, is [0.5240 0.2342 0.2419]".

Step 7: Repeating the steps 1-6 from top to bottom as Fig 2, the relative subjective weights
of all nodes to their upper node can be obtained as shown in Fig 6.

Step 8: After hierarchical general ordering, the subjective weight vector of the indicators is
calculated out as follows:

¢ = [0.2201 0.1694 0.0743 0.0602 0.0233 0.0511 0.1042 0.0556 0.1061 0.0690 0.0667]" (40)

(3) The balanced weight

The standardized decision matrix is shown in Eq 31. We can obtain the balanced coeffi-
cients 1; = 0.4894,1, = 0.5106 by Eq 26, so the balanced weight vector of the indicators is as fol-
lows:

o = [0.1442 0.1529 0.0744 0.0596 0.0497 0.0675 0.0945 0.0698 0.0846 0.0798 0.1230]" (41)

(4) Improved TOPSIS sequencing
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[0.1442

0.0309
H={0.1405
0.1359
| 0.0710

0.1070 0.0697 0.0596 0.0497 0.0506 0.0945 0.0698 0.0846 0.0599 0.0879 |
0.0510 0.0241 0.0152 0.0279 0.0461 0.0609 0.0510 0.0408 0.0317 0.0408
0.0313 0.1040 0.0140 0.0140 0.0307 0.0812 0.0255 0.0653 0.0635 0.0490 | (42)
0.0708 0.0613 0.1142 0.0419 0.0615 0.0406 0.0766 0.0653 0.0635 0.0490
0.1316 0.0142 0.0330 0.0279 0.0154 0.0203 0.0255 0.0408 0.0317 0.0408

f}%
=
&
(=

(474

£ 1N

o>

o
S R w
Q& S G =, > <29, &)
6{ \y ‘ : & )) @ % @

Fig 6. The relative subjective weights.

doi:10.1371/journal.pone.0134343.9006

According to the balanced weight vector w in Eq 41 and the standardized decision matrix in
Eq 31, the weighed standardized decision matrix is as follows:

The positive ideal point is H' =(0.1442, 0.1529, 0.0744, 0.0596, 0.0497, 0.0675, 0.0945,
0.0698, 0.0846, 0.0798, 0.1230), and the negative ideal point is H™ = (0.0288, 0.0363, 0.0102,
0.0069, 0.0124, 0.0169, 0.0307, 0.0340, 0.0423, 0.0399, 0.0879).

The task priority evaluation result of T}, T5, T3, T4, Ts is shown in Table 5, so the production
task queue optimization result is T, > Ty> T3> Ts> Ts.

Analysis and Discussion

The objective and subjective weight vectors are shown in Eqs 32 and 40. On the one hand, the
objective weight assignment is more average than the subjective weight assignment. The reason
could be that the indicator value fluctuation of the five tasks is not very obvious. As shown in
Table 2, a slightly larger indicator value difference exists in the component preparing of the

Table 5. The evaluation results of Ty, T,, T3, T3, Ts.

Task The relative entropy The relative entropy The relative entropy distance
No. distance from the task kto  distance from the task k to closeness of the task k
H* H
T; 0.0229 0.2897 0.9269
T 0.3687 0.0396 0.0970
Ts 0.2575 0.1538 0.3739
T4 0.0666 0.2131 0.7618
Ts 0.3076 0.0950 0.2359

doi:10.1371/journal.pone.0134343.t005
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Fig 7. The sequencing results using the three weighting methods by TOPSIS-RED: (a) Using the balanced weight. (b) Only using the subjective

weight. (c) Only using the objective weight.

doi:10.1371/journal.pone.0134343.9007

parts P1,P4 (v12,v15) and the product emergency degree (v;4), and it is reflected in the objective
weight vector shown in Eq 32. On the other hand, the component preparing indicators (v1,,v13,
v14V15) have larger subjective weights. In fact, the production task priority is seriously influ-
enced by the component preparing, so the subjective weight assignment is consistent with the
actual condition.

By TOPSIS-RED, only using the subjective weight the evaluation result of T}, T, T3, Ty, Ts
is (0.9341 0.4705 0.2326 0.8614 0.1559), and only using the objective weight the evaluation
result of T}, T, T3, Ty, Ts is (0.7066 0.0518 0.4161 0.7350 0.2937). So the sequencing results of
only using the subjective weight and only using the objective weight are T,> T,> T,> T5> Ts
and T,> T,> T3> Ts> T,, respectively.

As shown in Fig 7, the tasks T}, T, have a higher priority than the tasks T,, T, Ts in Fig 7
(A), 7(B) and 7(C). However, several different sequencing details still exist among the three
weighting methods. For example, T} has a higher priority than T, in Fig 7(A) and 7(B), but T,
has a higher priority than T; in Fig 7(C). The sequencing result of T, T3, Tsis T3> T5> T, in
Fig 7(A) and 7(C), but it is T,> T3> Ts in Fig 7(B). As can be seen, an information loss, which
leads to the above different sequencing details, exists in the individual objective or subjective
weight. The balanced weight, which integrates both the objective indicator value difference and
the subjective judge preference, can reduce the information loss and neutralize the shortage of
the individual weight.

Using the balanced weight, the sequencing results of TOPSIS-RED, the traditional TOPSIS,
the improved TOPSIS by angle measure evaluation and the improved TOPSIS by vertical pro-
jection method are shown in Fig 8. As can be seen, the sequencing result of TOPSIS-RED is as
same as the result of the traditional TOPSIS, so the validity of TOPSIS-RED can be demon-
strated. For the obvious insufficiency proved by many scholars [43,44], the traditional TOPSIS
is not desirable.

As shown in Fig 8, the sequencing results, in which T} has the highest priority and T, has
the lowest priority, are generally consistent.
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By the improved TOPSIS by angle measure evaluation, the sequencing result of the evalua-
tion objects T5 and T is T5 <Ts (Fig 8(C)), but by other three methods it is Ts <T3 (Fig 8(A),
Fig 8(B) and Fig 8(D)). Only the angle closeness is considered, but the length difference is
ignored. The evaluation objects T3 and Ts have the same angle closeness but different length,
so we get the wrong sequencing result by the angle measure evaluation method.

By the improved TOPSIS by vertical projection method, the evaluation objects T5 and T},
which have the equal closeness to the ideal points, cannot be sequenced (Fig 8(D)).

Therefore, the improved TOPSIS by angle measure evaluation and the improved TOPSIS by
vertical projection cannot meet the sequencing requirements in some special cases. It is consis-
tent with the discussion in Section Introduction.

Based on the above analysis, the production task optimization method mainly has the
advantages as follows:

The advantage of the balanced weight is proved as shown in Fig 6. To calculate the indicator
weight, a combination balanced weighting method based on multi-weight contribution balance
is proposed. Both the objective difference and the subjective judge preference are taken into
consideration. The balanced weighting can reduce the information loss caused by the individ-
ual objective or subjective weight.

The advantage of TOPSIS-RED is proved as shown in Fig 6. To sequence the evaluation objects
by their weighted indicator value, TOPSIS-RED is used to solve the problems of the traditional
TOPSIS, the angle measure evaluation method and the vertical projection method. However, a
large number of mathematical calculations exist in the proposed production task queue optimi-
zation method.

However, a large number of mathematical calculations exist in the proposed production
task queue optimization method. The method may be very cumbersome and complex in the
practical application. Although the trapezoidal fuzzy number is used, the subjective judge

(a) TOPSIS improved by relative entropy divergence  (b) traditional TOPSIS (c) angle measure evaluation method (d) vertical projection method
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Fig 8. The sequencing results using the balanced weight by TOPSIS-RED and others: (a) TOPSIS-RED. (b) the traditional TOPSIS. (c) the improved
TOPSIS by angle measure evaluation. (d) the improved TOPSIS by vertical projection method.

doi:10.1371/journal.pone.0134343.9008
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preference is still difficult to be expressed and quantified. In the future, more factors of the subjec-
tive judge thinking should be considered such as the judge preference history and experience etc.

Conclusions

The production task queue has a great significance for manufacturing resource allocation and
scheduling decision. The man-made qualitative method for production task queue optimiza-
tion has a poor effect and makes the application difficult. A production task queue optimiza-
tion method is proposed based on multi-attribute evaluation. The contribution and novelty are
mainly as follows:
The hierarchical multi-attribute model is built based on the task attributes, and the definition
and the quantization methods of the indicators are given.
The balanced weight, which integrates the objective weight and the subjective weight, is put
forward based on the multi-weight contribution balance model.
> In the group decision, different judges have different experiences, abilities and employ-
ment positions. By the aid of the self-learning and training ability of BP neural network,
a JID determination method is put forward.
> The exact number scale, which is used to express the subjective judgment in traditional
AHP, cannot accurately reflect the ambiguity and uncertainty of the human mind.
Using the trapezoidal fuzzy number to represent the ambiguity and uncertainty is more
reasonable than the exact number scale, so TFS-RAHP-JID is put forward to calculate
the subjective weight.
> Through the analysis and comparison of entropy method, standard deviation method
and CRITIC, CRITIC is selected to calculate the objective weight.
> The balanced coefficients are introduced to achieve the multi-weight contribution
balance.
TOPSIS-RED is put forward to sequence the evaluation objects by their weighted indicator
value. The analysis and comparison proved that TOPSIS-RED is better than the traditional
TOPSIS, the improved TOPSIS by angle measure evaluation and the improved TOPSIS by ver-
tical projection. The case in an engine manufacturing enterprise’s assembly workshop illus-
trates the correctness and feasibility of the proposed method. The production task queue
optimization result can provide the basis for manufacturing resource allocation and scheduling
decision. Our future research will focus on the scheduling based on the production task queue
optimization.
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