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Abstract

The purpose of our study was to validate perfusion quantification in a low-perfused tissue
by dynamic contrast-enhanced magnetic resonance imaging (DCE-MRI) with shared k-
space sampling using a blood pool contrast agent. Perfusion measurements were per-
formed in a total of seven female pigs. An ultrasonic Doppler probe was attached to the right
femoral artery to determine total flow in the hind leg musculature. The femoral artery was
catheterized for continuous local administration of adenosine to increase blood flow up to
four times the baseline level. Three different stable perfusion levels were induced. The MR
protocol included a 3D gradient-echo sequence with a temporal resolution of approximately
1.5 seconds. Before each dynamic sequence, static MR images were acquired with flip an-
gles of 5°, 10°, 20°, and 30°. Both static and dynamic images were used to generate relaxa-
tion rate and baseline magnetization maps with a flip angle method. 0.1 mL/kg body weight
of blood pool contrast medium was injected via a central venous catheter at a flow rate of 5
mL/s. The right hind leg was segmented in 3D into medial, cranial, lateral, and pelvic thigh
muscles, lower leg, bones, skin, and fat. The arterial input function (AIF) was measured in
the aorta. Perfusion of the different anatomic regions was calculated using a one- and a
two-compartment model with delay- and dispersion-corrected AlFs. The F-test for model
comparison was used to decide whether to use the results of the one- or two-compartment
model fit. Total flow was calculated by integrating volume-weighted perfusion values over
the whole measured region. The resulting values of delay, dispersion, blood volume, mean
transit time, and flow were all in physiologically and physically reasonable ranges. In 107 of
160 ROls, the blood signal was separated, using a two-compartment model, into a capillary
and an arteriolar signal contribution, decided by the F-test. Overall flow in hind leg muscles,
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as measured by the ultrasound probe, highly correlated with total flow determined by MRI,
R=0.89and P =10"". Linear regression yielded a slope of 1.2 and a y-axis intercept of 259
mL/min. The mean total volume of the investigated muscle tissue corresponds to an offset
perfusion of 4.7mL/(min - 100cm®). The DCE-MRI technique presented here uses a blood
pool contrast medium in combination with a two-compartment tracer kinetic model and al-
lows absolute quantification of low-perfused non-cerebral organs such as muscles.

Introduction

Solid tumors are characterized by a heterogeneous distribution of blood flow with cells that are
located far from a functional blood vessel having significantly lower oxygen concentrations
than normal tissue [1]. This hypoxia represents a significant barrier to effective radiotherapy.
Since hypoxic tumor cells remain clonogenic, their resistance to treatment strongly influences
the outcome of radiotherapy [2]. Tumors also often show acidity in low-flow regions. Hypoxic-
acidic regions may stimulate progression to a more metastatic phenotype. On the other hand,
in normal tissues, hypoxia and acidity also induce angiogenesis, which is expected to improve
perfusion [3, 4].

Worldwide, breast cancer is the most common cancer in women, accounting for 25% of all
cases [5]. Almost invariably, human breast tumors contain regions of hypoxia [1], and 90% of
breast cancer deaths are the result of metastasis [1, 6]. Prostate cancer is the second most com-
mon cause of cancer and the fifth leading cause of cancer-related death in men worldwide [7].
Hypoxia may be a reason why even optimal radiochemotherapy often fails to achieve local con-
trol of advanced head and neck cancer [8, 9]. Hypoxia is also a typical feature of prostate cancer
[10]. It has been shown that local dose escalation may improve the outcome of radiotherapy in
patients with hypoxic prostate cancer [11]. The proportion of hypoxic tissue is inherently cou-
pled to oxygen supply or tissue perfusion. The degree of perfusion allows to quantify the hyp-
oxic tissue fraction [12].

Assuming the density of mammalian skeletal muscle tissue to be about 1.06 g/mL [13] Wil-
son et al. determined perfusion in the breast to be around 30 mL/(min- 100cm?) [14]. Average
perfusion in normal prostate tissue is 22.2 mL/(min- 100cm?) vs. 28.8 mL/(min-100cm?) in be-
nign prostate hyperplasia [10]. Perfusion in prostate cancer is approximately three times higher
than in normal prostate tissue (mean: 60 mL/(min-100cm”)) and is subject to pronounced
intra- and inter-tumor variability [10]. Most reviews on skeletal muscle blood flow indicate
that maximum perfusion in mammalian skeletal muscle is in the range of 48 mL/ (s-cm®)-480
mL/(min-100cm?) [15]. Perfusion in normal mammalian skeletal muscle is approx. 1 to 21
mL/(min-100cm’) [16]. To use dose painting for prescribing a nonuniform radiation dose to a
tumor, it is necessary to quantitatively determine tumor oxygenation with high spatial resolu-
tion using imaging techniques.

With its excellent soft tissue contrast and high spatial resolution, magnetic resonance imag-
ing (MRI) reliably distinguishes different soft tissues from each other. Additionally, dynamic
contrast-enhanced MRI (DCI-MRI) provides information on tumor perfusion. So far, however,
dynamic MRI has mainly been used for quantifying perfusion in highly perfused organs such
as the heart, the brain, the kidneys, and the liver. Particularly quantification of blood flow in
the highly perfused brain is easier to accomplish because the blood-brain barrier eliminates
problems such as truncation errors caused by extravasation of the clinically widely used low-
molecular-weight contrast agents. Sourbron and Buckley [17] suggest that perfusion
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quantification in nonbrain tissues is easier to accomplish with use of intravascular indicators.
To the best of our knowledge, there is only one DCE-MRI study that uses an non-imaging tech-
nique to validate blood flow in highly-perfused tissue [18].

In areas of low perfusion, more parameters including delay and dispersion may affect perfu-
sion estimates compared with highly perfused tissues [19-23]. Since the use of an intravascular
tracer instead of a low-molecular-weight tracer reduces the number of model parameters nec-
essary to assess local perfusion, a more reliable noninvasive method for absolute quantification
of blood flow in low-perfusion tissues can be established if an intravascular contrast medium
(CM) is used.

The variability of tissue perfusion underlines the importance of validating methods for
blood flow quantification at different flow levels and to specifically test such methods in low-
flow organs and tissues. In the present study, the skeletal hind leg musculature of swine was
used as a general model for low-flow tissues. Thus, the aim of the present study is to suggest a
highly accurate method for measuring perfusion minimally invasively in low-perfusion organs
such as breast, prostate, and skeletal muscle. To the best of our knowledge, this is the first
DCE-MRI perfusion validation study that uses an independent nonimaging-based technique
for comparison in a low-perfused tissue.

Materials and Methods
Study Subjects

To provide a realistic setting for clinical applications we chose pigs of similar body size as hu-
mans. A total of 13 adult pigs were sacrificed for our study (German Landrace or hybrid form;
age, approximately 20 weeks; body weight, 56 to 67 kg; no food restriction). In six pigs, the sur-
gical technique and the adenosine dose (Adenosin Life Medical, 5 mg/mL, Carinopharm, Ger-
many) response for flow enhancement were established and optimized, and the MRI sequences
and the acquisition protocol were optimized for perfusion and anatomic imaging. In these pre-
liminary experiments, we identified the adenosine doses needed to achieve three different tar-
get levels of stable perfusion. These adenosine doses were set individually for each pig and
ranged from 0.3 to 6.25 yuMol/min. In seven pigs, flow measurements were carried out in the
MRI scanner. The pigs were not fed the night before the study. For more details about the sur-
gical technique and the adenosine dose response see [24]. The animal study was approved by
the Landesamt fiir Natur, Umwelt und Verbraucherschutz Nordrhein-Westfalen (approval
number: 84-02.04.2012.A208) and all experiments were performed in accordance with the reg-
ulations of the German animal protection law. At the end of each experiment, the pigs were
sacrificed under a higher level of anesthesia by the injection of T61 (0.3 mL/kg).

Surgical Technique

Premedication of the pigs was done by intramuscular injection of 30 mg/kg ketamine (keta-
mine 10%, Ceva Tiergesundheit GmbH, Germany) for alleviation of potential pain, 2 mg/kg
azaperone (Stresnil Janssen-Cilag GmbH, Germany) for suppression of nausea and for seda-
tion, and 0.02-0.05 mg/kg atropine sulfate (Atropinsulfat, B. Braun Melsungen AG, Germany)
for reduction of salivation, inhibition of gastrointestinal activity, and for relaxation of smooth
muscles.

The experimental workflow is presented in Fig 1. About thirty minutes after premedication,
a peripheral 20-G venous catheter was placed in an ear vein to start total intravenous (IV) anes-
thesia. For this purpose, an infusion pump was used to inject 4-7 mg/kg/h propofol (Propofol-
ratiopharm, Ratiopharm, Germany) for regulated anesthesia, 0.1-0.5 mg/kg/h midazolam
(midazolam injection solution 0.5%, Germany) for anxiety reduction, central muscle
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Fig 1. Exemplary workflow for perfusion measurement in a single swine. Exemplary workflow for perfusion measurement in a single swine.

doi:10.1371/journal.pone.0128060.g001

relaxation, and sedation, and 0.0015 mg/kg/h fentanyl (fentanyl citrate solution 3.925 mL/50
mL, Germany) for pain relief. A tracheal tube was inserted into the pig’s throat (Hi-Contour
cuffed tracheal tube, ID 8.0, Mallinckrodst, Ireland), and the pig was ventilated with a respirato-
ry device (Fabius, Draeger, Germany).

To create a setting most similar to the potential clinical application in human patients, a
central venous catheter (3-Lumen-ZVK-Set, ARROWg+ ard Blue, Arrow, Germany) was
placed in the jugular vein on the right side of the neck for systemic CM administration (see
Fig 1.I). Subsequently one of the femoral arteries was exposed, preferably the right one. The
femoral artery was catheterized proximally using the Seldinger technique to enable local ad-
ministration of adenosine or CM. The metal-free, MRI-compatible catheter (Arterial Leader
Cath, Vygon, France) was advanced proximally and fixed with several sutures. Distal to the
catheter, an ultrasound (US) flow probe (T206, Transonic Systems Inc., Ithaca, NY) was im-
planted around the femoral artery to measure blood flow invasively. The US probe was also
fixed with sutures. The cable of the probe was led out of the wound in a direct way by tunneling
of the subcutaneous tissue [24].
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MRI Technique

Heart rate and oxygen saturation were monitored with an MRI-compatible monitoring device
(Veris, Medrad, Germany). The pig was placed in the supine position on the scanner table. The
table had an integrated 32-channel spine coil (Siemens Magnetom Aera 1.5 T, Siemens Health-
care, Erlangen, Germany). A surface coil (Tim body coil, 18 RF channels, Siemens Healthcare,
Erlangen, Germany) was placed on the hind limbs. The blood flow measurement data from the
US flow probe were continuously recorded using LabVIEW 2012 (National Instruments, Aus-
tin, Texas, USA), an A/D converter card (NI USB-6211, National Instruments, Austin, Texas,
USA), and a standard netbook with Microsoft Windows XP (Microsoft, Redmond, Washing-
ton, USA).

After implantation of the catheters and the Doppler flow probe, morphological images were
acquired before CM administration (Figs 1.II and 2). To induce vasodilatation, an infusion
pump was used to locally inject adenosine via the Seldinger catheter in the femoral artery. To
achieve constant blood flow levels, the adenosine perfusion rate was individually adapted in all
pigs during a perfusion measurement (Fig 1.I1I). Three perfusion measurements at different
blood flow levels were performed per animal. To avoid systematic errors, the order of flow lev-
els following adenosine administration was randomly changed. This was done to compensate
for systematic errors due to signal saturation resulting from CM accumulation. After blood

®— post Local CM
Image (GRE)

4321

Fig 2. Pre- and post-LMCM difference images. Pre- and post-LMCM difference images. T1-weighted TSE and GRE images were acquired before and
after local injection of contrast agent into the right femoral artery. There is significant brightening of the area supplied by the femoral artery (represented here
on the left side of the axial MR images of the pig’s abdomen).

doi:10.1371/journal.pone.0128060.9002
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flow adjustment, the MRI blood flow measurement routine was performed (Fig 1.IV). Steady
blood flow occurred after approximately five minutes. Two further flow adjustments and flow
measurements with systemic CM administration were performed (Fig 1.V-1.VIII), followed by
a perfusion measurement with local CM administration (Fig 1.IX and 1.X). After the perfusion
measurements, the supply area of the femoral artery was determined by locally injecting CM
into the femoral artery. Morphological turbo spin echo (TSE) and dynamic gradient echo
(GRE) images were used to generate difference images (Figs 1.IX-1.XI and 2). The difference
images were created by subtraction of the pre-CM images from the post CM-images. They
were necessary to separate the region supplied by the femoral artery (where the adenosine-in-
duced increase in blood flow takes place) from the rest of the organism.

The non-CM-enhanced T1-weighted morphological images with and without fat suppres-
sion were also acquired for direct orientation during the experiment (Fig 1.1I). The protocol in-
cluded an axial T1-weighted TSE sequence with fat suppression in the transverse plane that
was acquired with the following parameters: repetition time, TR = 625 ms, echo time, TE = 12
ms, flip angle, o = 150°, and voxel size, 0.9 x 0.9 x 7.0mm°.

The perfusion protocols (Fig 1.IV, 1.V1, 1.VIII and 1.X) included 3D GRE sequences
(TWIST, Siemens Healthcare, Erlangen, Germany) for estimation of baseline magnetization
and relaxation rate using @ = 5°, 10°, 20°, and 30° and the following parameters: TR = 2.69 ms,
TE = 0.86 ms, voxel size of 2.9 x 2.9 x 4.5mm”, 160 x 128 x 48 reconstruction matrix, frequen-
cy encoding in the axial direction, parallel imaging with GRAPPA with 32 central k-space lines
and an acceleration factor of 6; central k-space region A was 100%. The 3D gradient echoes
with multiple flip angles were measured before each CM injection. With identical parameters,
dynamic imaging was performed for 100 measurements with a high temporal resolution of ap-
proximately 1.5 s with identical parameters, except for & = 30° and the use of the shared k-
space. The central 20% of the central k-space lines were scanned every time. The peripheral
80% of the k-space lines were split, and each line was sampled every fifth acquisition. After the
fifth acquisition of the first dynamic sequence, 0.1 mL/kg body weight of blood pool contrast
medium (BPCM) (0.25 mMol/mL gadofosveset trisodium, Vasovist Bayer Schering, Berlin,
Germany/Ablavar, Lantheus Medical Imaging, Inc., USA) was injected via the central venous
catheter at a flow rate of 5 mL/s. CM administration was followed by injection of 20 mL 0.9%
saline solution at the same rate. Time-dependent maps of T1 relaxation rate changes were com-
puted using the method of Li et al. [25].

Increased or reduced blood flow was induced by local injection of adenosine (Adenosin Life
Medical, 5 mg/mL, Carinopharm, Germany) into the femoral artery using a syringe pump. The
dose was chosen according to its flow-enhancing effect. After about 5 min, a steady blood flow,
measured by the US flow probe, was achieved, and MRI measurement was started. A total of
up to three perfusion measurements were performed per animal. To avoid systematic errors,
the order of flow levels following adenosine administration was randomly changed. This was
done to compensate for systematic errors due to signal saturation resulting from CM
accumulation.

The flow measurement protocols were followed by acquisition of anatomical images without
CM administration (Fig 1.XI). Then scans with rapidly extravasating LMCM were obtained. A
dose of 2 mL of LMCM was administered locally at 1.0 mL/s.

Volumetry

Volumetry, segmentation (Fig 3), and determination of muscle perfusion were performed
using the AmiraDev 5.2 visualization package (Mercury Computer Systems, Berlin, Germany)
on a Debian Linux 64 bit workstation. The functionality of AmiraDev 5.2 has been extended by
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Fig 3. Muscle segmentation and examples of tissue blood curves. Muscle segmentation and examples of tissue blood curves obtained by averaging
over all segment voxels. The adenosine response and thus the flow increase were inhomogeneously distributed over the different muscle segments. The
dash-dot line represents the measurement of the first flow state in which a flow of 174 mL/min was measured at the femoral artery with the Doppler flow
probe. The dashed (solid) line represents the second (third) measurement with a Doppler flow of 309 (456) mL/min.

doi:10.1371/journal.pone.0128060.9003

the application of AmiraDev tools on dynamically acquired data by software packages imple-
mented as dynamic link libraries in AmiraDev.

The morphological MR images and pre and post local LMCM difference images (T1-TSE)
(Fig 1.IT and 1.XI) and the dynamic GRE images with local CM administration (Fig 1.IX and 1.
X) were used for separate segmentation of eight different tissue regions (Fig 3), henceforth
called segments: medial, cranial, lateral, and pelvic thigh muscles, lower leg, bones, skin, and
fat. Furthermore, the percentage volume of each tissue compartment separated in this way rela-
tive to the total volume of the hind leg was calculated.

Perfusion Evaluation

The baseline dynamic scans were used for calculation of baseline 3D longitudinal relaxation
rates (R;) and magnetization maps (M,). The relaxation rate (R;,) and magnetization (M)
maps were used to convert the dynamic k-space-sampled GRE scans into 4D relaxation rate
change maps R, (f). The relaxation change-time curves are directly proportional to the concen-
tration-time curves via the expression [25]:

Ct) =5 (1)
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Fig 4. Diagrams of the one- and two-compartment model. Diagrams of the one- and two-compartment model.

doi:10.1371/journal.pone.0128060.9004

where AR is the relaxation rate change and ®; =19 L - mmol '-s7! (at 1.5T and 37°C) is the
relaxivity of gadofosveset [26]. To calculate perfusion, the arterial input function (AIF) is nec-

essary. The AIF, C\™ (t), was extracted from the voxels that were definitely and completely lo-
calized in the abdominal aorta in order to avoid partial volume effects. The volume of interest
(VOI) of the AIF consisted of approximately 10 voxels, covering an absolute volume of 378
mm”. The tissue curves of the eight segments and the AIF were extracted from the dynamic re-
laxation change map.

The first 60 seconds of the relaxation rate change-time curves of the averaged voxels of the
ATF and tissue segments were used for model fitting. Before numerical analysis of the time
curves, the temporal resolution of the curves was increased to 0.1 seconds using linear interpo-
lation. Perfusion was calculated by numerical deconvolution of the tissue relaxation rate
change curves with noninvasively determined arterial input curves using an analytical ap-
proach for the residue function as described in detail by @stergaard et al in [27].

The design of our models (depicted schematically in Fig 4) was based on the indicator dilu-
tion theory and required the deconvolution of the tissue blood concentration-time curve in tis-
sue capillaries and tissue arterioles, C; (t) [28]:

G(t) = F'- Cy(t) @ H'(t), (2)
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where i = a, c indicates the respective compartment (arteriolar or capillary), F' is perfusion, and
H'(t) are the respective residue functions with mean transit times T":

Hi(t) = /T (3)

A single exponential was used as a first-order model to describe the residue function. For
such a system, the residue function is an exponential [29]. We used general least-squared mini-
mization to fit for T" and F’ [27].

To calculate the AIFs C,(t) for the two single compartments we corrected C{*(¢) for delay
At and dispersion times 1/8"

Ci(t) = C{ (¢ + Af) @ K1), (4)
where
W(t)=p et (5)

are the vascular transport functions that describe bolus dispersion during effective transit times
1/B from the site of AIF measurement to the input to the particular region of interest (ROI).
Fig 5 shows the AIFs (gray solid line) measured in the aorta for the three flow measurements
of the same experiments as in the example discussed in the Results section. In addition, the cor-
rected AIFs for the single-compartment model and for the capillary and arteriolar compart-
ment of the two-compartment model are shown.
Finally, the sum

G(t) = v, G (1) + v, Gy (1) (6)

gives the average tissue concentration time-curve in the ROI under consideration, where v;
and v* are the fractional capillary and arteriolar blood volume, respectively.

The MRI relaxation change-time curve for each segment was determined by averaging the
contributions of all voxels over the volume of the entire segment. Within these ROIs, mean
medullary and cortical perfusion was determined in mL/min/100cm’ via model fitting with the
one- and two-compartment model. As proposed by Sourbron et al. [30] and Donaldson et al.
[31], the F-test for model comparison was used to decide whether to use the results of the one-
compartment or two-compartment model fit.

The segment volume was multiplied with the perfusion of the respective segment to deter-
mine flow in each segment. The flow probe is surrounded by an artifact area with a radius of
approximately 1 cm, which was excluded from flow calculation. Total flow was calculated by
summing up the contributions of the individual segments. The total flow values were compared
with the invasive blood flow measurements provided by the implanted US flow probe.

The full protocol with perfusion measurements at three different blood flow levels was per-
formed in six of the seven pigs, while only two measurements were performed in one pig (Fig
L.III-1.VIII). For the flow measurements in each pig, different flow levels were aimed at by
adenosine administration. To minimize a possible effect of CA accumulation, the order in
which the three different flow levels were induced was varied, i.e. the order of flow levels was
varied from highest to lowest in part of the pigs and vice versa in the other pigs.

The tissue blood flow curves were generated by averaging large tissue regions located in the
center of the area covered by the body coil. The AIF, however, was derived from an area of ap-
proximately 10 voxels in the aorta close to the coil edge. This method made it necessary to cor-
rect the model flow values with regard to the AIF steady state phase of the individual
measurements. For each of the n = 20 flow measurements, we calculated the time-dependent
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Fig 5. Examples of correction of the arterial input function (AIF). Examples of correction of the arterial input function (AIF). The case in question is for the
lower leg and belongs to the blood-tissue curves from the example presented in the Results section.

doi:10.1371/journal.pone.0128060.g005

mean AIF relaxation rate w,, by averaging all AIF time curves over 20 seconds starting approxi-
mately 60 seconds after bolus arrival for each of the n measurements:

w, =< Ca(t,)|_, . >,n=1..20, (7)

i=j,.,
where i = 0 is the index of the time of bolus arrival, j is the index for the time increment 60 sec-
onds after bolus arrival, and k is the time increment 20 seconds after ¢;. Then we calculated the

mean AIF amplitude

(8)

W=<w, >

and calculated a normalized AIF for each flow measurement by dividing the individual AIF
curve height by the overall mean AIF curve height:

o™ =, F )

n nl

=cC
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Fig 6. Coronal image of a dynamic GRE scan. Coronal image of a dynamic GRE scan obtained eight seconds after bolus arrival. Also shown are examples
of the three arterial input function measurements in the abdominal aorta.

doi:10.1371/journal.pone.0128060.9006

with

c,=w,/W. (10)

Statistics

Statistical analysis was performed using Microsoft Excel 2010 (Microsoft, Redmond, Washing-
ton, USA) and Matlab R2011b (The MathWorks Inc., Natick, Massachusetts, USA). All values
were expressed as means and standard deviations as error. The correlation between the two
models (invasive flow measurement and DCE data) was assumed to be linear, and the error be-
tween the methods was assumed to be normally distributed. Correlations were calculated using
the method of linear regression analysis, and significance was estimated by the Pearson correla-
tion coefficient. P < 0.05 was considered significant.

Results

Seven animals were successfully examined and twenty flow measurements were done. The dy-
namic scans covered the entire abdomen including a large part of the aorta (Fig 6). To generate
arterial input functions, we averaged over a set of about twenty full blood voxels in the aorta.
The morphological and dynamic scans acquired with local CM administration (shown in Fig
2) were used to outline different muscle segments (see Fig 3). Apart from the displayed seg-
ments (cranial, lateral, medial thigh muscle, lower leg, skin, fat, and bone) the border region
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1C

2C

between lower leg and upper leg was outlined as an eighth region because the assignment to
the respective segments was not clear enough in this intermediate area. However, for the flow
calculation by multiplication of segment perfusion and segment volume followed by summa-
tion of the individual contributions, it was of crucial importance to include the entire hind leg
volume.
Fig 3 presents examples of the tissue blood time curves of a single pig for three perfusion
values and four different muscle segments (lateral and cranial thigh muscle, pelvic muscle and
lower leg). In these examples, the lateral and cranial thigh muscle shows no response to admin-
istration of the vasodilator adenosine. In all experiments, the lower leg exhibited the strongest
tissue reaction to adenosine administration. In this particular example, the pelvic muscle also
shows a strong reaction. The response to local adenosine injection into the femoral artery re-
sulted in an increase in the general height of the tissue curve and especially in a strong bolus in-
crease in height and slope.

Fitting examples for the one- and the two-compartment-model are presented in Fig 7. The
examples show the fit to the tissue blood-time curves at three different stable flow levels in the
lower leg segment. The F-test chooses the model fit with respect to the goodness of fit and the
number of model parameters. For the first and lowest blood flow level (174 mL/min), the F-test
chose the one-compartment model. For the second (309 mL/min) and third (456 mL/min)
flow levels with significantly higher flows measured with the Doppler probe, and thus a high
bolus contribution, the parallel two-compartment model was chosen by the F-test. Especially
for the third measurement, with the large bolus contribution, the one-compartment model un-

derestimates the bolus increase as well as the washout region.

1. Flow Level 2. Flow Level 3. Flow Level
0.45 Chosen X Tissue Blood Data
T A . Model Fit
o, 0.3 by F=ies| — F\% ---Arteriolar Compartment
= ol | S, Capillary Compartment
€ 0.150  f
< ;
0 _____ 2 N o __.;'
Fp = 174 mL/min Fp = 309 mL/min Fp = 456 mL/min
—0.45 Chosen 4 Chosen
[ 2
w by F-tesi .+ by F-test
— 03 oy Fi N Ao
= ! Mgk PV A Wamem : i APt N ; Il- i
Q’? 0.15 li‘ .\\, fosy H [
4 !'. """"""" ;: “’~ ------ : ‘\Q.“—'..__
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Fig 7. Fitting results for the two different models (one-compartment (1C) and two-compartment (2C)). Fitting results for the two different models (one-
compartment (1C) and two-compartment (2C)) and for different flow levels. The solid line represents the tissue blood data and the dashed-dotted line

represents the fitting result. The dotted (dashed) line shows the fitting result for the capillary (arteriolar) compartment.

doi:10.1371/journal.pone.0128060.g007
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doi:10.1371/journal.pone.0128060.g008

We plotted 20 flow values from seven pigs measured with the DCE-MRI model versus the
corresponding Doppler flow values (Fig 8). If only the one-compartment model is used for all
segments (Fig 8A), a correlation of R = 0.51 is obtained with a significance of P = 0.02, a slope
of the regression line of m = 0.4, and an ordinate axis intercept of the regression line of 371
mL/min. Ideally, a slope of 1 and an ordinate intercept of zero would be expected. If we take
into account both the one-compartment and the two-compartment model and let the F-test
decide which one delivers the most accurate results (Fig 8B), we obtain a correlation of the flow
values of R = 0.89 with a significance of P = 1077, a slope of the regression line of 1.2, and an or-
dinate intercept of 259 mL/min. The ordinate intercept of 259 mL/min represents an average
perfusion of the hind leg of 4.7 mL/(min- 100cm?).

Fig 9 depicts the correlation of the uncorrected results obtained with the F-test selection

method and the flow values measured with the Doppler probe. With a correlation of R = 0.69
and significance of P < 0.001, the correlation is still high. The slope of the regression line,
m = 1.1, is very close to the expected result. However, the standard deviation ¢ is 270 mL/min
for the uncorrected case and only 138 mL/min for the corrected case. Also, the ordinate inter-
cept is higher (337 mL/min) than for the corrected case (259 mL/min). This result underlines
that, in the present setting, flow correction with respect to the AIF steady state is justified.

Table 1 presents mean perfusion values in the eight different muscle (values determined by
using the F-test and corrected AIF) and tissue segments for four categories of flow values mea-
sured with the Doppler probe. The perfusion values measured with DCE-MRI ranged from 2
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Table 1. Mean perfusion values in four different Doppler flow regions and for the different muscle segments.

Doppler Flow [mL/min]

Segment 142-320 359-456 555-726 776-941
Lat. Thigh 4 2 8 7

Cran. Thigh = "'E' 3 9 21 14

Skin & Fat 2 8 8 11 10 12

Med. Thigh % =) 8 14 23 25
Lower Leg o = 9 15 32 23
Pelvis S ;Er 14 11 22 24
Thigh/L.Leg S 19 18 31 44
Bone - 23 25 27 29

Mean perfusion values in four different Doppler flow regions and for the different muscle segments.

doi:10.1371/journal.pone.0128060.1001
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doi:10.1371/journal.pone.0128060.9010

mL/(min-100 cm?) to up to 44 mL/(min-100 cm). Moreover, especially in the muscle segments
with low and moderate perfusion (Fig 10, upper row), there were high correlations between the
corrected DCE-MR flow values and the Doppler flows, R = 0.56-0.87. The faintest response to
adenosine administration was found in non-muscular tissue, namely bone, skin, and fat. The
highest blood flow increase was observed in the medial thigh muscle (Fig 10, upper left plot).

For flow calculation, the entire perfused volume supplied by the femoral artery had to be in-
cluded. Therefore, voxels not definitely assignable to the upper or lower leg had to be summa-
rized in a separate segment referred to as “thigh/lower leg” and including contributions of skin
and fat. Compared to the high correlations in the thigh muscles and in the lower leg, the low
correlation in the combined segment confirms that segmentation of the muscles was necessary.

Plotting the arteriolar and capillary contributions of the corrected F-test model flows against
the Doppler measurements (Fig 11) shows that the flow increase is mainly detected in the arte-
riolar compartment. The overall flow of the hind leg muscles, as measured by the ultrasound
probe, highly correlates with the arteriolar contribution of the flow from the MRI measure-
ment, R® = 0.86 and P* =9 - 107", Linear regression yields a slope of 1.1 and a y-axis intercept
of -195 mL/min. The capillary flow contribution of the MRI measurement results in a correla-
tion coefficient of only R = 0.13 with a significance of P° = 0.57, and linear regression reveals a
slope of 0.1 and a y-axis intercept of 446 mL/min. These results suggest that flow increases
caused by adenosine administration are mainly due to the activation of arterio-venous shunts
[32-36].

Discussion

In our experiments, dynamic scans were acquired using a k-space undersampling and data-
sharing method known as Time-resolved angiography With Stochastic Trajectories (TWIST)
[37, 38]. This technique yields sufficiently high temporal resolution without sacrificing spatial
resolution and anatomic coverage. However, k-space undersampling may distort enhancement
curves, especially when the signal is changing rapidly, for example, during first-pass perfusion
[37]. This might affect the accuracy of our kinetic modeling parameters especially with regard
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to the determination of the arterial input function and the generation of high-flow tissue blood
curves with a large bolus contribution, where the two-compartment model is employed. A cen-
tral region of 20% and a sampling density of about 20% is often used in the tracer kinetic com-
munity [37, 39]. This approach combines high temporal resolution of approx. 1.5 seconds with
minimal view sharing of the non-bolus phases during first pass (full width at half maximum
(FWHM) ~ 10 seconds).

However, the inclusion of k-space lines from the surrounding time points may lead to a drop
of the bolus peak. A too low AIF bolus peak leads to perfusion overestimation. This holds in par-
ticular for cases in which the F-test selects the arteriolar compartment for flow states with a large
bolus contribution (Fig 7 right plot column). Thus, especially at high flow states, the TWIST
technique may overestimate flow. This may explain a slope of the regression line larger than 1
and/or the y-axis intersection in the correlation plot (Fig 8B). Since tumors can be very small
(few mm), the small number of k-lines sampled every time point also might be a hindrance in ac-
tual cinical applications. Moreover, since tumors tend to have leaky vasculature, the intravascular
agent will leak into the interstitial compartment thereby producing the condition that would
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exist in tissue with intact vasculature and use of a low-molecular-weight contrast agent that
passes into the interstitial compartment. However, in this study we want to restrict the analysis to
the general case of healthy tissue as a basis for more advanced applications.

Incorrect bolus dispersion times might led to underestimation or overestimation of disper-
sion for the arteriolar compartment. Compared to the actual time resolution, the dispersion
times are rather small. Along with the inherent errors of the shared k-space technique, this
might preclude determination of dispersion times altogether.

Kershaw et al. suggest that an accurate measurement of model parameters relies on acquir-
ing data with high temporal resolution and low noise, particularly for models with large num-
bers of free parameters [40]. They investigated model accuracy in a simulation study,
examining the effects of temporal resolution, noise levels, and error on the measured arterial
input function. A temporal resolution of 1.5 s and high signal-to-noise ratio (SNR; noise
sd = 0.05) were found to ensure minimal bias (< 5%) in all four model parameters (in their
study: extraction fraction, blood flow, mean transit time, and extravascular extracellular
volume).

Temporal resolution in our experiments was approximately 1.5 s. We calculated a contrast-
to-noise ratio (CNR), by dividing the average height of the T1 relaxation rate change time
curves by the standard deviation of the time curves in the ten seconds before bolus arrival. The
CNR of the tissue blood curves was enhanced by averaging over all voxels of the muscle seg-
ments. Even for the lowest blood tissue uptake curves, we obtained CNRs of approximately 9
(noise SD = 0.04). Because of the height of the arterial input signal of the aorta we had a CNR
of the arterial input function in the order of 70, but due to averaging over just up to twenty full
blood voxels, we had a rather high arterial input noise SD of 0.25.

Despite the administration of the same body weight-adjusted CM dose in all pigs, there
were significant differences among the seven experiments in the height of the steady-state
phase of the AIFs. However, the steady-state phases of the three AIF measurements within one
experiment had approximately the same height (see Fig 6). The signal differences may be at-
tributable to magnetic field inhomogeneities in the few AIF voxels at the edge of the TIM body
coil and differences in automated shimming between the seven experiments.

In addition, we cannot rule out that, in the coil border regions, the true flip angles deviated
from the prescribed sequence values. When converting the scanner signals into a relaxation
rate change mabp, this effect will naturally lead to systematic errors. Moreover, accuracy of sig-
nal calculation is expected to be highest in the coil center since each coil element of the body
coil has a maximum number of neighbors. Therefore, in the border region of the coil (where
the abdominal aorta AIF is measured), signal corruption may take place.

Moreover, the amount of inflowing spins depended on the heart rate of each pig at the time
of measurement. Thus, different rates of new inflowing spins not in steady state may lead to
differences between the various AIF heights. The AIF had approximately 100 times higher sig-
nal values than the tissue blood curves, causing errors in the neighboring AIF voxels to be
more heavily weighted. Neglecting T2* effects could be an additional source of error.

Data quality might have decreased slightly from the first to the third measurement due to
contrast medium saturation, thus causing a lower CNR. However, significant data degradation
was not apparent. It is conceivable to take four measurements in future experiments. However,
to reduce a potential impact on flow correlation, we varied the order of the flow level change
within each experiment.

The accuracy of the reference Doppler flow probe is, according to manufacturer specifica-
tions, £10% [41]. Due to interference by the scanner signal, flow could not be measured by the
Doppler flow meter during MRI acquisitions. Therefore, Doppler flow values obtained right
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before the start of MR scans were averaged. The flow levels were stable for five minutes before
starting the MR measurement, and therefore significant drifts in flow levels during imaging
were unlikely.

Perfusion Modeling

Use of a more complex model does not automatically result in higher accuracy or precision.
Fitting a model is a reasonable method to learn more about underlying tissue physiology. But if
too few parameters are used, the model does not describe the data (underfitting). On the other
hand, using too many parameters may lead to a situation where the extra parameters only de-
scribe noise (overfitting). Our guiding principle was that the simplest model that describes the
data is the most appropriate. If a set of models with different numbers of parameters is used,
then the appropriate model for fitting the data can be determined by using statistical tests for
model comparison.

It is not clear whether the compartments actually separate physiological information. For
example, we cannot say with certainty that what we measure in the arteriolar compartment ac-
tually describes physiologic information gathered solely from the tissue arteries and arterioles.
At least, with better separation of different physiological structures, the capability of the model
to provide information on these separate structures increases. While the delay and dispersion
correction of the individual arterial input functions improves separation of the contributions
from the two compartments, the use of more model parameters leads to additional problems
such as overfitting, the same curve can be described by different parameter sets. As a result, it is
difficult to separate the effects of the vascular transport function from those of the residual
function resulting, in under- or overestimation of perfusion.

Comparison of the flow results using only the one-compartment model versus F-test selec-
tion (Fig 8) clearly shows that the combined use of both models is necessary for accurate perfu-
sion determination. Exclusive use of the two-compartment model leads to a correlation
between MRI flow values and Doppler flows of R = 0.66, with a significance of P < 0.002, a re-
gression line of y = 1.2x + 689 mL/min, and a standard deviation from the regression line of
335 mL/min. Thus, the two-compartment model improves determination of the flow increase
compared with the one-compartment model. F-test selection prevents curve fitting improve-
ment due to noise rather than physiologically accessible information and thus provides the
most accurate overall results. However, as stated by Sourbron et al. in [30], automated selection
criteria such as the F-test are useful as indicators for global trends, but they are not reliable on a
case-by-case basis, or when differences are more subtle. Therefore, due to incorrect selections
by the F-test in individual cases, statistical errors may arise.

Our results prove that, with a large amount of data and use of delay and dispersion correc-
tion, it is possible to obtain precise flow measurements even in low-perfusion tissue. To obtain
precise results, it is most important to use different models for high and low tissue perfusion
states and to use a statistical test to choose the optimal model for each case (as suggested by
[30] and [31]). Our results in Fig 8 and the results using only the two-compartment model
demonstrate that the two-compartment model overestimates flow in tissue in which no struc-
tural separation is possible between bolus phase and washout. Applying the one-compartment
model in regions where this separation is possible will most likely result in an underestimation
of flow.

A drawback of the use of delay and dispersion correction is that additional model parame-
ters must be taken into account. According to Sourbron and Buckley [17], the state of an n-
compartment model can only be identified when the corresponding residue function contains
n clearly separated exponential terms. Hence, to stabilize the fit and to restrict the parameter
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space of the model, physically meaningful constraints were imposed on parameters. For exam-
ple, it was required that the bolus delay and the bolus dispersion of the arteriolar compartment
should always be lower than those of the capillary compartment.

The perfusion values measured in the present study cover the range of flow levels reported
in the literature for low-flow muscle, healthy and diseased prostate, and the lower end of high
muscle perfusion during activity. Thus, our study shows that muscle blood flow can be used as
a tissue model for perfusion validation studies. Armstrong et al. determined average muscle
perfusion of the hind leg of miniature pigs during treadmills exercises. Depending on stress,
the values ranged between 20 and 124 mL/ (min-cm?) [42]. Moreover, our results confirm sev-
eral earlier studies [15, 42-46] stating that muscle perfusion differs among muscles and that
primarily the high-oxidative extensor muscles have blood flows above average muscle blood
flow. Furthermore, our study confirms that muscles have the ability to adapt their perfusion to
physiologic requirements.

Moreover, whereas normal microvasculature is characterized by well structured branching,
tumor angiogenesis in prostate cancer is characterized morphologically by an increase in the
number of blood vessels including new capillaries, capillary sprouts, non-endothelialized
capillaries and arterio-venous shunts [32-36, 47-49]. Different vessel types might also signifi-
cantly contribute to local perfusion as well as found in the muscle. Thus, the findings of the
present study might help in improving the accuracy of noninvasive imaging-based perfusion
measurement in low-flow tumor tissue.

Conclusion

The DCE-MRI technique presented here uses a blood pool contrast agent and a F-test selection
method for different model approaches. It allows absolute quantification of skeletal muscle
flow and is thus applicable for low perfused organs like prostate and breast. Our results show
that the technique has sufficient accuracy and reproducibility to be transfered to the clinical
setting.
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