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Abstract

How attentional modulation on brain activities determines behavioral performance has been one of the most important
issues in cognitive neuroscience. This issue has been addressed by comparing the temporal relationship between
attentional modulations on neural activities and behavior. Our previous study measured the time course of attention with
amplitude and phase coherence of steady-state visual evoked potential (SSVEP) and found that the modulation latency of
phase coherence rather than that of amplitude was consistent with the latency of behavioral performance. In this study, as a
complementary report, we compared the time course of visual attention shift measured by event-related potentials (ERPs)
with that by target detection task. We developed a novel technique to compare ERPs with behavioral results and analyzed
the EEG data in our previous study. Two sets of flickering stimulus at different frequencies were presented in the left and
right visual hemifields, and a target or distracter pattern was presented randomly at various moments after an attention-cue
presentation. The observers were asked to detect targets on the attended stimulus after the cue. We found that two ERP
components, P300 and N2pc, were elicited by the target presented at the attended location. Time-course analyses revealed
that attentional modulation of the P300 and N2pc amplitudes increased gradually until reaching a maximum and lasted at
least 1.5 s after the cue onset, which is similar to the temporal dynamics of behavioral performance. However, attentional
modulation of these ERP components started later than that of behavioral performance. Rather, the time course of
attentional modulation of behavioral performance was more closely associated with that of the concurrently recorded
SSVEPs analyzed. These results suggest that neural activities reflected not by either the P300 or N2pc, but by the SSVEPs, are
the source of attentional modulation of behavioral performance.
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Introduction

Visual attention is a brain function that selects potentially

important information from a vast amount of incoming sensory

information. Optimal scene perception often requires the shifting

of visual attention to various locations in a scene, and the time

course of these shifts is one of the most important factors for the

function. Temporal dynamics have been reported to differ

between different types of attention (e.g., exogenous and

endogenous attention), and the temporal properties of the shifts

in visual attention could therefore help us to understand the

mechanisms underlying the function.

The time course of attention shifts has been investigated

psychophysically and physiologically in a variety of conditions. A

typical measurement method is a pre-cue paradigm [1,2]. In this

paradigm, a pre-cue informs the participants about the location of

an upcoming target some time before the target is presented.

Behavioral performance improves with time after cueing within a

period of several tens or hundreds milliseconds (see reviews by

[1,3]). A similar time course of attention shift has been seen for

physiological measurements of steady-state visual evoked poten-

tials (SSVEPs). SSVEPs are oscillatory electroencephalogram

(EEG) potentials that occur synchronously to flickering visual

stimuli. The magnitude of a visual response to a flickering stimulus

can be tracked by the flicker frequency in the EEG signal [4,5].

Müller et al. [6] measured the time course of attentional

modulation by tracking SSVEP amplitude in time and estimated

that it takes 600–800 ms for cortical facilitation by visual attention

(see also [7,8,9]).

An important question has been raised regarding how the

results measured psychophysically are related to those measured

physiologically [6]. One way to investigate the relationship

between psychophysical and physiological data is to compare

their temporal characteristics of attentional modulation. The time-

course comparison could help to understand whether the measures

reflect same or different mechanisms (e.g., [10]) or which measure

causally determine the other measure (e.g., [11]). Psychophysical

measurements of attention shifts are expressed with the time of

stimulus presentation relative to the cue presentation as an

independent variable, whereas physiological measurements are

expressed with the time of brain activity relative to the cue

presentation. Since there is a delay between stimulus presentation

and the brain activities evoked by the stimulus [12], psychophys-

ical measurements corresponding to the stimulus should not be
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related to brain activity at the time of retinal stimulation [6].

Instead, the brain activity corresponding to a stimulus should be

obtained after some delay. Therefore, to compare the time course

of the physiological data with that of the behavioral data, it is

necessary to assume a time lag between the onsets for neural

activities and behavioral performance. Previous studies assumed

that the delay was 100–150 ms and evaluated the relations

between behavioral and physiological data by subtracting the

delay from the latency of attentional modulation of physiological

measures [6,8]. In this study, we developed a novel method, which

allows direct comparison of temporal properties between psycho-

physical and physiological results without making any assumption

on the time lag between these measures. To compare the

behavioral and physiological data, we used some landmarks in

the event-related potentials (ERPs), which are known to be

sensitive measures of visual attention, such as P300 and N2pc

components. By evaluating the temporal modulation of those

characteristic peak components as a function of stimulus onset

latency, it became possible to compare the attentional time courses

directly between both measures, without assuming the lags

between the measures.

Generally, amplitudes of ERPs to the attended visual stimulus

are larger than those to the ignored stimulus. To our knowledge,

no study has compared the time course of attention shift between

behavioral and ERP data directly. Most of the previous studies of

the time course of attention have investigated the changes in each

ERP component to a single target (e.g., [13,14]), not the changes

in ERP amplitude after cueing to shift attention. When we

measure ERPs to targets presented after cueing, the ERP for each

target can be expressed as a function of target-presentation latency

after the cue presentation, as well as the behavioral results. This

enables us to compare the behavioral data directly with the

physiological data. If we can compare ERP measurements with

behavioral performance, we can investigate which component of

the evoked potential determines subjective perception. Several

ERP components have been suggested to be related to attention.

For example, Luck et al. found that the temporal dynamics of

behavioral performance during attentional blink are correlated to

those of P3 amplitude but not of P1, N1, and N400 amplitudes

[15,16], suggesting that the suppression effect occurs at relatively

higher visual processing stages. The earlier ERP components (e.g.,

P1 and N1) are also suggested to be related to attention but in

different ways [12,17]. Direct comparison of the behavioral and

ERP data should provide critical information about the relation-

ship between subjective judgments and each component of neural

activity.

Here, we analyzed the ERPs obtained in an experiment

reported elsewhere [8], where we focused on the SSVEP data.

In the experiment, two sets of flickering stimuli at different

frequencies were presented in the left and right visual fields to

evoke SSVEPs, and a target was presented at various moments

after cueing to a to-be-attended location. Participants had to

perform a target detection task in order to keep attention on the

instructed location. In the previous report [8], we analyzed the

SSVEPs to investigate the time course of attentional modulation

after cueing and compared them with that of the target detection

performance. We concluded that, with assuming the neural delay

as 150 ms, attentional modulation of SSVEP phase coherence

rather than SSVEP amplitude corresponded more closely to that

of the behavioral performance [8]. The present study further

compared different components of ERP elicited by a target with

behavioral performance and with SSVEP. We attempted to

identify the ERP components in response to the targets presented

and then we analyzed the time course of attention from amplitudes

of the ERP components as a function of interval between the

attention cue and the target onset for each ERP component

identified.

The aims of this study were to investigate (1) whether attentional

states could be tracked with changes in ERP amplitudes and (2)

how the ERPs are related to behavioral performance and

concurrently recorded SSVEPs.

Materials and Methods

The experimental methods are briefly described here, with

detailed information given elsewhere [8].

Participants
Eight participants (1 female; 22–32 years of age) with normal or

corrected-to-normal visual acuity took part in the experiment.

Data from one participant was excluded due to excessive artifacts

in the electro-oculogram (EOG) and the retroactive report of the

failure of the experimental task. All participants gave written

informed consent. This study was approved by the Ethics

Committee of the Research Institute of Electrical Communication,

Tohoku University.

Stimuli
Figure 1A shows a schematic view of our stimulus. Two circular

square-wave gratings (5.2 deg diameter and 1.25 cycles/deg) were

presented, centered at 5.5 deg eccentricity on the left and right

sides of the central fixation marker. The stimuli were presented

against a dark background (,0.1 cd/m2). The maximum lumi-

nance of the rings was 143 cd/m2. To evoke SSVEPs, the

luminance of the rings was modulated sinusoidally at 21.0 Hz on

one side and at 28.0 Hz on the other. The depth of the luminance

modulation was 100% for both stimuli. There were two reasons

for using the relatively higher frequencies (21.0 and 28.0 Hz).

First, high temporal frequency stimuli realize to measure changes

in SSVEP with high temporal resolution. Second, we can

differentiate SSVEP signals to high frequency stimuli easily from

the effect of the transient signal evoked by the cue presentation.

Empirically, the transient EEG contains the relatively lower

frequency components (,10 Hz).

An arrow-shaped stimulus pointing either left or right was

presented as a cue at the center of the display to indicate the to-be-

attended circular grating.

A randomly chosen ring at each location changed color from

white to yellow every 143 ms (7 times/s). The color change at the

outmost ring was defined as the target and those at the other rings

as distracters. The same target (distracter) pattern was never

presented successively. The participant’s task was to respond to

every target at the attended location. The interval between cue

onset and target onset was randomly set with a constraint that the

minimum inter-target interval was 429 ms. The total number of

attended target presentations after the cue onset (a period of 3 sec)

was 4.2 on average in each trial. The range of the number of target

presentations per trial was two to six for all participants. The

number of targets and distracters in each time-bin was set to 80

and 320, respectively. Note that the actual number of targets and

distracters was differed across time-bins and participants because

some trials were rejected due to the EOG artifacts or the

erroneous report of cue direction.

Experimental procedure
Each trial was started with a key press by participants. Two sets

of stationary circular gratings were presented and they started

flickering 500 ms later. Flicker frequencies were randomly

ERP Measurements of Attentional Time Course
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assigned to the left and right gratings on each trial (21.0 Hz left

and 28.0 Hz right or 28.0 Hz left and 21.0 Hz right). The

duration between flicker onset and cue onset was chosen randomly

from 1,200, 1,400, 1,600, 1,800, and 2,000 ms on each trial.

Participants were instructed to shift their attention toward the

grating to which the arrow pointed. The two gratings remained

flickering until 3,000 ms after the cue presentation. During this

period, participants maintained their attention on the cued

grating. Verification of their attention was enforced by a

behavioral task. They were instructed to press an assigned key as

soon as possible every time they detected a target on the attended

side (Figure 1A). Each participant performed some practice trials

prior to the EEG recording to be familiarized with the task. The

number of the trials was about 20 trials varying across participants.

There were four experimental conditions: two attention

locations (left or right) and two flicker-frequency assignments. In

each condition, five pre-cue intervals were used and each

condition consisted of 100 trials including 20 repetitions of each

pre-cue interval.

EEG recording
We recorded brain electrical activity from 19 scalp electrodes

mounted on an elastic cap connected to an EEG recording system

(Neurofax EEG-9100, Nihon Koden, Tokyo, Japan). The

electrode arrangement was based on the International 10–20

System (Figure 1B). The reference channels were placed on both

ear lobes (A1 and A2; see [8] for details). EEG signals were

recorded with a band-pass filter of 0.5–120 Hz and digitized at

1,000 Hz. All electrode impedances were confirmed to be below

5 kV before each experimental block. Lateral eye movements were

also recorded with a bipolar left-to-right outer canthus montage

(horizontal EOG) for off-line analysis of the artifacts and were used

to exclude trials with EOG deflections of more than 640 mV from

the potential averaged over all data points through the trial, which

corresponded approximately to 2.5 deg eye shifts [18]: 5.4% of the

trials were judged to be contaminated by eye movement artifacts

on average.

To show eye movement control in detail, we averaged the

horizontal EOGs across participants (Figure 2). Lines represent the

horizontal EOG with the left stimulus cued (black line; left-attend

condition) and that with the right stimulus cued (gray line; right-

attend condition). There was almost no difference between the left-

attend and right-attend conditions, except for the EOG difference

corresponding to at most 0.1 deg gaze shift (according to eye-

movement measurements after the experiment) around 1,000 ms

after the cue onset. This analysis confirmed that the participants

reliably maintained their fixation to the central stimulus through-

out the trial.

Analysis
Behavioral performance. We evaluated behavioral perfor-

mance in the target detection task by means of d9. Responses in the

time window between 199 and 585 ms from each target onset

were regarded as hits and the others as false alarms (FAs). This

time window covered 99.7% (63SD) of all responses based on the

response-time distribution. The hit (or FA) rate was defined as the

ratio of the number of hits (or FAs) to the number of all targets (or

distracters) presented in each time bin. To evaluate the attentional

modulation on the behavioral performance, we computed d9 for

each time bin with a conventional modification for the hit and FA

Figure 1. Experimental stimulus and data analysis. (A) Visual
stimulus display used in this experiment. Two concentric rings
presented on the left and right sides of the center of the display
flickered at different temporal frequencies (21.0 and 28.0 Hz). A rapid
serial visual presentation stream including an arrow-shaped cue was
presented at the center of the display. Participants were instructed to
detect the cue, which was presented only once in a trial, and to direct
attention to either of the flickering rings indicated by the cue. For a
behavioral task, target and distracter patterns were superimposed on
the flickering stimulus. Each participant was instructed to respond to
color changes that occurred at the outermost ring of the attended side
(target) by a button press, and not to do so for the other color changes
(distracters) or all color changes on the ignored side. (B) Illustration of
the electrode locations. The posterior channels (P3/P4, O1/O2, T5/T6;
enclosed by circles) contralateral and ipsilateral to the target stimulus

were used for the analysis. (C) The modified cumulative Gaussian
function used for time-course analysis. The onset latency of attentional
modulation was defined as the parameter ‘‘m’’ of the function.
doi:10.1371/journal.pone.0070922.g001
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rates of 0 and 1 [19]: we replaced 0 by 1/(2N) and 1 by 1-1/(2N),

where ‘‘N’’ represents the target/distracter number.

Event-related potentials. We extracted the EEG data

between 100 ms before and 565 ms after onset of each target

(target-related EEG) or distracter (distracter-related EEG). The

target-/distracter-related EEGs were averaged across trials sepa-

rately for each target/distracter bin. The EEG data were analyzed

for targets/distracters presented between 0 to 2,433 ms after cue

onset because those presented later did not have time data to

compare with the other bins because of stimulus termination. The

averaged EEG data were digitally low-pass filtered with a cut-off

frequency of 15 Hz. To cancel out any components other than the

target-related ERPs, such as the cue-evoked responses, we

subtracted the distracter-related ERPs from the target-related

ERPs in each condition. We will refer to the ERP data as

differences between the target-related and distracter-related ERPs

in the following section (except for ‘‘Appendix S1 & Figure S1 in

File S1’’).

To select channels for the analyses, we analyzed topographical

distributions of attentional modulation in the ERP components

(Figure 3). The topography data were computed as time-averages

of the ERP waveforms to targets presented between 1,000 and

2,433 ms after the cue onset. The time window for the

computation of the ERP amplitude for P300 was between 339

and 439 ms after the target onset and that for N2pc was between

190 and 290 ms (See ‘‘Results’’ section for P300 and N2pc

identification).

The P300 amplitude was defined as the difference between

attended and ignored conditions. Although maximum amplitude

of P300 has typically been reported at the mid-line channels of

scalp surface (e.g., Pz; see [20] for a review), the P300 topographies

show broadly distributed attentional modulations (Figure 3A).

We performed three factors ANOVA for P300 data with

repeated measures by taking attentional state (attend vs. ignore),

stimulus side (left vs. right visual field), and channel (19 sites) as the

factors. The significant main effects were found for attentional

state [F(1,6) = 13.81, p,.05] and channel [F(18,108) = 13.37,

p,.05]. The significant interactions were found between atten-

tional state6stimulus side [F(1,6) = 6.55, p,.05], attentional

state6channel [F(18,108) = 8.00, p,.05], stimulus side6channel

[F(18,108) = 2.92, p,.05], and the three factors [F(18,108) = 3.43,

p,.05]. Analyses of simple main effects revealed that the

significant attentional modulation was found at C3, C4, P3, P4,

O1, O2, T3, T5, T6, Cz, and Pz for the left-stimulus, and at C3,

C4, P3, P4, O1, O2, T5, T6, Cz, and Pz for the right-stimulus

(dots enclosed by a circle, all ps,.05).

On the other hand, the N2pc topography shows the posterior-

lateralized scalp distribution (Figure 3B), as in the previous studies

(e.g., [21]). The N2pc amplitude was defined as the difference

between the corresponding pair of channels contralateral and

ipsilateral to the stimulus (e.g., contralateral O1 and ipsilateral

O2). The color map on the left and right hemisphere represents

the N2pc amplitude to targets presented in the left and right visual

field, respectively. We also performed a repeated-measures

ANOVA for the N2pc data with factors of hemisphere (contra-

lateral vs. ipsilateral), stimulus side (left vs. right visual field), and

channel set (8 sets: Fp1/Fp2, F3/F4, C3/C4, P3/P4, O1/O2, F7/

F8, T3/T4, and T5/T6). The main effects were found to be

significant for hemisphere [F(1,6) = 9.41, p,.05] and stimulus side

[F(1,6) = 9.03, p,.05]. The significant interactions were found

between hemisphere6channel set [F(7,42) = 7.55, p,.05], and

between stimulus side6channel set [F(7,42) = 9.52, p,.05].

Analyses of simple main effects revealed that the significant

attentional modulation was found between the channels in the

pairs of C3/C4, P3/P4, O1/O2, and T5/T6 (dots enclosed by a

circle, all ps,.05).

Based on the above-mentioned analyses, we used data from the

posterior channels (P3/P4, O1/O2 and T5/T6) for further ERP

analyses in the main results. These channels are the same as those

we used for SSVEP analyses in the previous study. We collapsed

the ERP data across the channels within each hemisphere,

contralateral and ipsilateral to the stimulus side (Figure 1B).

To estimate the time course of attention shift from the ERP

components, we analyzed the data in two steps. First, we defined

the attentional modulation in the ERP components. For this

purpose, we averaged the ERP data to targets presented between

1,000 and 2,433 ms after cue presentation, during which

attentional modulation was expected to be maximum and stable.

In the averaged waveform, where the baseline was defined as the

mean between 100 and 1 ms before target presentation, we found

clear attentional modulation for P300 and N2pc but not for other

components (Figure 4; See ‘‘Results’’ section). The P300

component was extracted as the difference between ERPs from

the contralateral channels to the attended target and those to the

ignored target. The N2pc component was extracted as the

difference in the ERP to the attended target between the

contralateral and the ipsilateral channels. Second, we defined

the magnitude of the P300 and N2pc components as the average

of 650 ms range (shaded area in Figure 4A) centered at the time

with the peak value. This index was computed for each target bin,

in order to investigate the temporal developments in the amplitude

of the P300 and N2pc components after cue onset.

Latency estimation. To quantify the latency of attentional

modulation, we approximated the time course of the attentional

modulation using a modified version of the cumulative Gaussian

function ([22]; see Figure 1C). We adopted this function because

this can express the gradual decay in attentional modulation after

reaching a peak shown in the data. The function is

f tð Þ~Ad= dz1ð Þ:exp maz0:5s2a2{at
� �

:G t,mzs2a,s
� �

zA= dz1ð Þ:G t,m,sð Þ
ð1Þ

where t is the time (ms), m and s are the mean and the standard

deviation of the Gaussian function, a is the inverse of the time

Figure 2. Grand averaged horizontal EOGs time-locked to cue
onset. The vertical axes represent the electrical potential and the
roughly corresponding eye gaze shift. The positive and negative
deflections of EOG indicate the leftward and rightward eye gaze shifts,
respectively. The curve shows the time course of EOG when the left
stimulus was cued (black line) or when the right stimulus was cued
(gray line). Shaded area around each EOG curve shows the standard
error across participants (N = 7).
doi:10.1371/journal.pone.0070922.g002
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constant of dissipation, A is the amplitude of the function, d is the

ratio of the first term to the second, and G is the cumulative

Gaussian function. We defined the latency of attentional

modulation as the mean of the function (m). The first term

determines the temporal decrease in attentional modulation, and

the second term the overall shape of the function. The curve fitting

was implemented by a least squares method, under the constraint

that A and d be positive except that A of the N2pc function be

negative. The fitting method was applied to the averaged time-

course data over participants. The fitted parameters are summa-

rized in Table 1.

Results

Event-related potentials
Identification of ERP components. Figure 4A shows the

target-related ERP (actually the difference between the target-

related and distracter-related ERPs) waveforms collapsed across

targets presented between 1,000 and 2,433 ms after the cue onset.

To analyze the P300 component, we compared ERP waveforms to

the attended target (red solid line) with that to the ignored target

(blue dotted line) recorded from the contralateral posterior

channels to the target location (upper panel in Figure 4A). There

was a positive deflection in the ERP to the attended target, but no

such deflection in the ERP to the ignored target. We defined this

positive ERP component as P300 based on the polarity and

latency. The peak latency of the P300 was 389 ms after target

presentation. To analyze the N2pc component, we compared the

ERP waveform to the attended target recorded from the

contralateral posterior channels (red solid line) with that from

the ipsilateral posterior channels (blue dotted line) (lower panel in

Figure 4A). There was a negative deflection in the ERP waveform

in the contralateral channels relative to that observed in the

ipsilateral channels. We defined this negative ERP component as

N2pc. The peak latency of N2pc was 240 ms after target onset. An

average over 650 ms around the peak latency (gray shaded areas

in Figure 4A) was calculated as an index of the attentional

modulation for each of the P300 and N2pc components.

To show how well the temporal windows capture the ERP

components, we plotted time courses of EEG amplitude as

functions of time after target onset and time after cue onset

(Figure 4B). The figure shows little ERP components outside the

window independently of time after target onset and of time after

cue onset. This justifies our choice of the temporal windows for the

components in the present experiment although there may be a

particular ERP component at different time in some cases due to

attentional influence on its latency (e.g., [20,23]).

Time-course analysis. Figure 5A shows the time course of

the P300 amplitudes averaged across participants for the attended

(red solid line) and ignored (blue dotted line) conditions. The P300

amplitudes were subjected to a repeated-measures ANOVA with

the factors of attentional state (attend vs. ignore) and time (18 time

bins). The results revealed significant effects of attentional state

[F(1,6) = 20.16, p,.05], time [F(17,102) = 3.69, p,.05], and their

interaction [F(17,102) = 3.31, p,.05]. Analysis of the simple main

effects revealed that attentional modulation of the P300 amplitude

was significant for targets presented at 717 ms (6th bin) or later

except at 2,292 ms (17th bin) after the cue onset (all ps,.05).

Likewise for the N2pc amplitudes, Figure 5B shows the averaged

time course of N2pc amplitudes for the contralateral (red solid line)

and ipsilateral (blue dotted line) conditions. The N2pc amplitudes

were subjected to a two-factor ANOVA with the factors of

hemisphere (contralateral vs. ipsilateral) and time (18 time bins).

The analysis revealed a main effect of hemisphere [F(1,6) = 12.83,

p,.05] and an interaction of the two factors [F(17,102) = 3.04,

p,.05], but not a main effect of time [F(17,102) = 0.53, p = .93,

n.s]. Analysis of the simple main effects revealed that attentional

modulation of the N2pc amplitude was significant for targets

presented at 858 ms (7th bin) or later except at 2,433 ms (18th bin)

after the cue onset (all ps,.05).

Figure 5C shows the difference in P300 between the attended

and ignored conditions (black symbols) and the difference in N2pc

between the contralateral and ipsilateral conditions (gray symbols).

Attentional modulation was larger and appeared to start earlier in

the case of the P300 component. To quantify the time courses of

attentional modulation, we fitted the modified cumulative

Gaussian function (Eq. 1) to each averaged time-course data

(solid curves in Figure 5C). For the P300 amplitude, the

parameters m and s were estimated as 622 ms and 203 ms,

respectively; for the N2pc amplitude, they were estimated as

762 ms and 271 ms, respectively. See Table 1 for the other

parameters.

Behavioral performance
Figure 5D shows the time course of d9 for target detection after

onset of the attention cue. To quantify the latency of the attention

Figure 3. Topographical distribution of attentional modulation on the ERP components. Circles enclosing dots indicate the channels
showing significant attentional modulation. (A) Attentional modulation on P300 for left-sided (left) and right-sided (right) stimulus. (B) Attentional
modulation on N2pc. The map on left hemisphere represents the N2pc elicited by the target on left visual field, while that on right hemisphere the
N2pc by the target on right visual field. The topography was made with setting the N2pc amplitude at midline channels (Fz, Cz and Pz) to zero,
because hemisphere differences cannot be defined for the midline channels.
doi:10.1371/journal.pone.0070922.g003
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shift, we fitted the modified cumulative Gaussian function (Eq. 1)

to the baseline-corrected d9 data (the d9 value at t = 0 msec as the

baseline of the function). The solid line depicts the fitted curve.

The parameters m and s were estimated as 386 ms and 139 ms,

respectively. See Table 1 for the other parameters.

In order to examine the effect of target presentation order, we

Figure 4. Grand average ERP waveforms time-locked to target
onset. The waveform was digitally low-pass filtered with a cut-off of
15 Hz and was baseline-corrected with the mean values between 100
and 1 ms before target onset. Data were obtained from the three pairs
of occipito-temporal electrodes (P3/P4, O1/O2, and T5/T6). (A) The P300
component is found when comparing ERPs to the attended and
ignored targets in the contralateral channels to the target (upper
panel). The N2pc component is found when comparing ERPs from the
contralateral and ipsilateral channels to the target at the attended
location (lower panel). Shaded area around each ERP curve represents
the standard error across participants (N = 7). Vertical dashed line (gray)
indicates the time with the peak modulation for the target-related ERP
component. Shaded area around the time with the peak represents a
650 ms range. We defined the magnitude of the P300 and N2pc
components as an average within the shaded area. (B) Color maps of
temporal dynamics of P300 (upper panel) and N2pc (lower panel)
components. The P300 component was defined as the difference
between ERPs to attended and ignored targets. The N2pc component
was defined as the difference between ERPs to attended target from
contralateral channels and those from ipsilateral channels. Each
waveform was baseline-corrected with the mean values between 100
and 1 ms before target onset. The horizontal axis shows time after
target onset and the vertical axis shows time after cue onset. The ERP
waveform to the target presented in a moment was plotted in the
corresponding row. Rectangular areas framed by dotted lines indicate
the time windows for defining the ERP amplitudes.
doi:10.1371/journal.pone.0070922.g004

Table 1. Parameters of the best-fit function in Equation 1.

Measure s m a A d

Behavior d9 139.3 386.3 2.1161024 1.85 6.4761012

ERP P300 202.7 622.1 1.1861023 3.61 1.42

N2pc 271.2 762.2 3.8161024 21.00 2.2361012

SSVEP Amplitude 175.1 800.8 1.1261022 0.313 2.15

ITPC 123.5 549.3 21.9561024 0.087 1.3461012

doi:10.1371/journal.pone.0070922.t001

Figure 5. Time-course analysis of ERP and behavioral data. (A,
B) Time course of amplitude for P300 (A) and N2pc (B) as a function of
time after cue onset, averaged across all participants. Each data point
was the temporal average across a 650 ms range around the time with
the peak (vertical shaded areas in Figure 4A). (C) Time course of ERP
modulation after cue onset. Each data point was computed as the
difference between attended and ignored conditions for P300 (black
square) or between contralateral and ipsilateral conditions for N2pc
(gray square). Error bar represents the standard error across participants
(N = 7). Solid lines represent the modified cumulative Gaussian function
fitted to the actual data. Vertical dashed lines mark the latency (m) of the
fitted function. (D) Time course of the behavioral performance (d9)
averaged across all participants. Symbols with error bars plotted in each
time bin represent averaged data and standard errors across
participants (N = 7). Solid line shows the function fitted to the actual
data. A vertical dashed line marks the latency (m). The behavioral data
are same as those in our previous study [8].
doi:10.1371/journal.pone.0070922.g005
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computed the hit rate for the targets presented at the first time

after cuing and that for the second targets in the same time period.

We analyzed the data from the 5th time bin (575 ms after cue

onset), where the number of the first targets and of the second

targets was similar (38.7 and 41.3 on average for the first and

second targets, respectively). The results showed no significant

difference between the detection performances to the first (54.6%)

and second (62.2%) targets [t(6) = 21.65, p = .15, n.s]. We,

therefore, did not analyze further the effect of target presentation

order in this report.

Discussion

The aim of this study was to investigate the time course of visual

attention using ERP measurements. We found that two ERP

components, P300 and N2pc, were modulated by attention. The

amplitude of these two ERP components increased with time up to

about 1,000 ms and remained approximately constant in the later

phase of the trial. These sustained temporal characteristics suggest

that amplitude changes follow the temporal dynamics of endog-

enous attention, and indicate that the amplitude of both the P300

and N2pc components are sensitive measures for attention.

To compare the time course of P300 and N2pc with that of the

behavioral performance, we compared their latencies (m) obtained

from Eq. 1. The estimated latency was about 620 ms for P300 and

760 ms for N2pc, whereas that of behavioral performance was

about 390 ms. If we consider a target presentation of about

140 ms, the estimated latency should have an interval of 140 ms:

390–530 ms for behavioral performance, 620–760 ms for P300,

and 760–900 ms for N2pc. The comparison revealed that the

latency of both P300 and N2pc was much slower than that of

behavioral performance, indicating that behavioral performance

was determined by neural activities not reflected by either P300 or

N2pc. These results appear to contradict the known effects of

attention on P300 and N2pc. Although the P300 component has

been suggested to be modulated by several cognitive factors such

as working memory, expectation, and awareness, attentional

allocation strongly influences P300 amplitude (for a review see

[20]). The N2pc component, on the other hand, has been

suggested to reflect the orienting of attention to the stimulus

location [21,24]. The apparent contradiction could be solved if we

assume that the three measures reflect different aspects of

attentional modulation. The late onset of attentional modulation

of the P300 component (Figure 5A and C) may reflect brain

activities related to visual awareness after target detection, and the

further later onset of the N2pc modulation (Figure 5B and C) may

reflect attentional orienting to the target location accompanied by

target detection. In contrast, the behavioral performance likely

corresponds to attentional modulation of the target detection

mechanisms. Our time-course measurements thus far have

revealed that attentional modulation of behavioral performance

differs from that indexed by either P300 or N2pc.

To investigate the relationship between different EEG mea-

surements for attention shifts, we compared the ERP data with the

SSVEP results analyzed in our previous study [8]. We compared

two SSVEP measures, amplitude and inter-trial phase coherence

(ITPC), with the ERP and behavioral data. The SSVEP amplitude

is the amplitude in the frequency component of EEG correspond-

ing to the flickering stimulus. The ITPC is an index of phase

coherence in neural activity that is calculated from phase variation

of the flicker frequency component across trials. The ITPC ranges

between 0 and 1, and a higher ITPC indicates a greater degree of

phase coherence [8,25,26,27]. The latencies of attention shift

estimated from the SSVEPs are summarized in Table 1. As

mentioned in the Introduction, we must take into account the time

lags between stimulus onset and brain activities evoked by the

stimulus when comparing the SSVEP data with the ERP or

behavioral data, which are considered to be locked to the latency

of target presentation with respect to the cue onset. Here, we

assumed the lag for SSVEP as 150 ms following previous studies

[6,12]. The corrected latency is 650 ms for the SSVEP amplitude

and 400 ms for ITPC after the subtraction of 150 ms from each

original latency value. The time courses of attentional modulation

for each ERP component and for the corrected SSVEP are shown

in Figure 6. The corrected latency of the SSVEP amplitude was

similar to the latency of P300 (620–760 ms), while the corrected

latency of ITPC was similar to the latency of behavioral

performance (390–530 ms). Neither was close to the latency of

N2pc (760–900 ms). These findings indicate that behavioral

performance in the target detection task is determined by the

earlier stages of visual processing among the multiple stages of

attentional modulation, and that the stage could be reflected in

ITPC but not in either the P300 or N2pc components.

Since the P300 and N2pc components were elicited by the

targets requiring the behavioral responses, one might expect that

they are related to behavioral performance more closely than

SSVEP, which was irrelevant to the task. However, attentional

modulation has been found at various stages of visual system,

including very early stages such as V1 [28,29], and the task-

irrelevant SSVEPs could reflect the neural activities determining

the task performance. Although other ERP components such as P1

and N1 may be more closely related to behavioral performance

(e.g., [30]), the components were not found in the present

experiment (Figure 4).

In this study, the ERP analyses showed clear P300 and N2pc

components, but not the other ERP components which are

thought to be related to attention such as P1 and N1. A previous

study using a similar paradigm reported the attentional modula-

tion of the early ERP components of P1, N1, and N2, as well as

P300 (called P3 in their study) [31]. They also found significant

correlations in the data of individual participants between

attentional modulations of the SSVEP amplitudes and of the N1

and N2 components, but not of the P1 and P3 components.

Consistent with their results, our comparisons of the time-course

data provide clear evidence for different attentional mechanisms

contributing to the different EEG measures. Taken together with

the findings of previous reports, we conclude that SSVEPs are

closely related to behavioral performance [6,8,9,32,33] and the

ERP components of N1 and N2 [31].

Several studies have shown the (at least partially) dissociated

neural generators for P300, N2pc and SSVEP. The P3b

component, which is likely the same as P300 in the present study,

is localized in temporal-parietal areas [20], while the N2pc

component is thought to be generated in parietal and occipito-

temporal cortices [34]. The neural loci of SSVEP, on the other

hand, have been identified at early visual areas including V1, V2,

and V3 [35,36,37,38]. In sum, the present results with the above-

mentioned studies support our conclusion in the previous study

that the behavioral performance is determined by attentional

modulation of neural response coherence at early visual cortical

areas ([8]; see also [26]). It must be noted that tasks and conditions

could change the neural stage of attentional modulation that

determines the behavioral performance (e.g., [35,39]).

Note that we could not analyze the P1, N1 and N2 components

simply because they were not elicited under our experimental

conditions. A previous study using similar stimuli showed these

ERP components with clear attentional modulation [31]. The

reason for this lack of elicitation is not clear, but there is one
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possible reason: the target stimulus (color change on the outmost

ring) was too weak relative to the flicker stimulations, and the

SSVEPs might have masked the ERP components. If so, our

results may indicate that the SSVEPs did not mask the later ERP

components of P300 and N2pc. This is consistent with the notion

that P300 and N2pc are different from SSVEP in their neural

sources.

It should be noted that the behavioral performance showed a

systematic bias, as the d9 data was clearly above chance (d9 = 0) at

the time of cue onset. A recent study has pointed out a problem in

defining the denominator of FA rate, in the experimental

paradigms with high target (distracter) presentation rates [40].

We defined the number of distracters as the denominator, which

could underestimate the FA rate. This could in turn overestimate

the whole d9 values. Nonetheless, we decided not to adopt the

correction procedure by [40] for the ‘‘overestimated’’ d9 for the

following reasons. First, the procedure was not simply applicable

to our time-course analysis, because the corrected denominator

was computed for the total number of FAs for the numerator, so

that the correction of the FA rate for particular time period cannot

be made. Second, the primary purpose of this paper is to compare

the previously published time-course data (behavioral performance

and SSVEP) with the ERP data. Therefore the behavioral data

should be identical to our previous data. Third, the systematic bias

in behavioral performance likely raises the whole level of the d9

time-course data. We corrected for the baseline in the d9 data to

estimate the time course of behavioral performance, which should

cancel out the influence of the overestimation.

We discussed the relationship between behavioral performance

and neural activity based on the data during attention shift (see

also [6,7]). However evidence for (or against) the link has also

come from the data during sustained attention (e.g. [35,39,41]).

These studies have explored the correlation (or dissociation)

between behavioral performance and neural activity across various

stimulus/task conditions when attention is fully engaged in the

stimulus/task. Combining the two methodologies will, perhaps,

provide clearer pictures about the relationship between behavior

and physiology in future studies.

In summary, we showed that amplitude of the two ERP

components P300 and N2pc was sensitive to the attentional state

and was useful for the time-course analysis of attention. The

latency of attention shift estimated from these ERP components

was longer than that estimated from the behavioral performance,

indicating that attentional modulation of target detection was

determined at earlier processing stages than the stages in which

these ERP components were related. Future research should

investigate exactly how the ERP components are related to

behavioral performance. The technique for measuring the

temporal dynamics of ERPs developed in this study could be an

important tool for investigating the different stages of attention-

related brain activities.

Supporting Information

File S1 Appendix S1 & Figure S1. The time courses of target-

related and distracter-related ERP amplitudes as a function of time
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Figure 6. Comparisons of the time-course data. Comparisons of the time courses of attentional modulation in the ERP data and SSVEP data (re-
plotted from [8]). The SSVEP amplitude and ITPC are plotted in the upper and lower rows, respectively, indicated by black lines (actual data) and red
lines (fitted data). The P300 and N2pc components are plotted in the left and right columns, respectively, by gray squares (actual data) and green
lines (fitted data). Vertical line on each function indicates the latency of attentional modulation for each EEG measure. Note that the time course and
latency of SSVEP measures were corrected by shifting the function by 150 ms. See the main text for details.
doi:10.1371/journal.pone.0070922.g006
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