S2 Text. Summary of Statistical Analysis and GRADE.

The full methods and statistical analyses are presented in detail in the pre-established protocol registered on PROSPERO (CRD42017042900) and available at https://www.crd.york.ac.uk/PROSPERO/display_record.asp?ID=CRD42017042900.
First, we compared every treatment intervention carrying out pairwise meta-analyses using a random effects model in STATA.1  The relative treatment effects of the competing interventions were estimated using odds ratio (OR) for dichotomous outcomes (abstinence at 12 weeks, at the end of treatment, and at the longest follow-up after study completion; dropouts due to any cause at 12 weeks and at the end of treatment) and standardized mean difference (SMD) for continuous outcomes (the longest duration of abstinence at 12 weeks and at the end of treatment) with their 95% confidence intervals (CIs). An OR above 1 indicated that the intervention was associated with greater odds of the outcome than the comparator, while an OR below 1 indicated that the intervention was associated with lower odds of the outcome than the comparator. Therefore, for abstinence, an OR above 1 favored the first intervention versus the comparator, for dropouts an OR below 1 favored the first intervention versus the comparator.  An SMD equal to zero indicated that the compared interventions had equivalent effects. For the “longest duration of abstinence” – measured in weeks-, an improvement was associated with higher values. Therefore, an SMD above zero indicated that the intervention was associated with a higher “longest duration of abstinence” than the comparator, while an SMD below zero indicated that the intervention was associated with lower “longest duration of abstinence” than the comparator. Therefore, a SMD above 0 favored the first intervention versus the comparator. We assessed statistical heterogeneity in each pairwise comparison with the τ2, I2 statistic and p value.2 If at least ten studies were available, we used the funnel plot and Egger’s test to detect publication bias.2
We performed a network meta-analysis using a random-effects model within a frequentist setting in STATA using the ’mvmeta’ command STATA routines available at http://www.mtm.uoi.gr .1,3,4 Network meta-analysis synthesized both direct evidence (from head to head trial comparisons) and indirect evidence (estimating the relative effectiveness between pairs of interventions even if these have never been compared directly in trials). The models enabled us to estimate the probability for each intervention to be the best for each outcome, given the relative effect sizes as estimated in the network meta-analysis. We obtained a treatment hierarchy using the surface under the cumulative ranking curve (SUCRA) and mean ranks. SUCRA is expressed as the probability of each intervention to be the best for each outcome considered.5 A SUCRA of 80% meant that the intervention of interest was associated with 80% of probability of being always the best without uncertainty. The highest the SUCRA for an intervention, the most the intervention is favored over the others.6
A key assumption of network analysis was that of coherence. Coherence in a network of interventions refers to the agreement between direct and indirect evidence on the same comparisons. Joint analysis can be misleading if the network is substantially incoherent. Incoherence can be present if the trials in the network have very different protocols and their inclusion/exclusion criteria are not comparable or may result as an uneven distribution of the effect modifiers across groups of trials that compare different treatments. We first checked for any erroneous data abstraction. Then, to evaluate the presence of incoherence locally, we used the loop-specific approach. This method evaluates the coherence assumption in each closed loop of the network separately as the difference between direct and indirect estimates for a specific comparison in the loop (incoherence factor).7 The magnitude of the incoherence factors and their 95% CIs were used to infer about the presence of incoherence in each loop. We assumed a common heterogeneity estimate within each loop.8 We also used a node-splitting approach to separate evidence on each comparison into direct and indirect evidence.9 We then measured global incoherence using the between-studies standard deviation (SD) (heterogeneity parameter) and compared the magnitude of the heterogeneity variance with the empirical distribution as derived by Turner et al.10

Coherence implies also that the studies comparing different interventions were similar in terms of these patient and study characteristics. To check this, we performed some subgroup analyses for the primary outcomes by using the following effect modifiers: Year of publication, sex ratio, mean age group, intensity of the treatment, type of stimulant, risk of bias, opioid therapy, sample size, comorbid alcohol abuse. Additionally, we performed sensitivity network meta-analyses for primary outcomes by considering: a) only trials on individuals addicted to cocaine and no other stimulant, b) only trials on individuals addicted to stimulants and on opioid substitution therapy.
Our study is reported according to the Preferred Reporting Items for Systematic Reviews Incorporating Network Meta-analyses of Health Care Interventions (PRISMA-NMA) statement extension for network meta-analysis.11
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GRADE quality assessment of the comparisons in the network
We applied the GRADE for the primary outcomes (abstinence and dropout due to any cause at the end of treatment) by using the Confidence in Network Meta-Analysis Software (CINeMA).12 CINeMA is a software which uses the netmeta R-package for performing Network meta-analysis of the data.13 We assessed each network estimate according to the following criteria. 

(1) Study limitation: In each direct comparison, we judged the risk of bias as low, moderate, or high considering the risk of bias assessment for the majority of the studies. We assigned numerical scores to these risk of bias judgments: 1 for low, 2 for moderate, and 3 for high risk of bias. Then, we derived the judgment for study limitations for each pairwise estimate as a weighted average of the risk of bias judgments from all direct estimates and the contribution of each direct estimate to the network estimates from the contributions matrix.

(2) Indirectness: We trust that the included studies in our review answered to the targeted research question in terms of populations, treatments, and outcomes. We have assured transitivity in our network by limiting the included studies to moderate/high addiction severity. We further ran various subgroup and sensitivity network meta-analyses and assured that they did not violate transitivity of the network. However, we are not able to evaluate the transitivity for comparisons formed by single-connected nodes. Therefore, we downgraded the network estimates for indirectness when a single-connected node (i.e. contingency management + community reinforcement approach versus community reinforcement approach) forms them and it is not possible to derive an indirect estimate from a closed loop.

(3) Inconsistency: We rated two concepts, heterogeneity and incoherence (as disagreement between direct and indirect estimates), in this domain. For heterogeneity in each pairwise estimates, we looked at the CIs and predictive intervals for each pairwise network estimates and we checked whether the conclusions did not change between CIs and predictive intervals. If conclusions changed, we downgraded the comparison. We also compared the tau2 for pairwise comparisons with at least two studies and with the expected tau2 for non-pharma interventions and subjective outcome (following Turner et al.11). For incoherence in direct/mixed evidence, we compared the p-value from side-splitting test and design-by-treatment test.

(4) Imprecision: We considered a clinically meaningful threshold for OR to be 0.80 or 1.25 and downgraded the estimate if the OR point estimate was 1 or more and the lower limit of its CI was below 0.80; or if the OR point estimate was less than 1 and the upper limit of its CI was above 1.25.

(5) Publication bias: We looked at the comparison-adjusted funnel plot to check the presence of overall publication bias. The line of regression is not suggestive of publication bias for the primary outcomes.
Finally, we assigned to each comparison an overall qualitative judgment based on four levels of quality of evidence: high, moderate, low, very low. 
We derived the overall judgment of the quality of evidence considering the domains altogether. Intransitivity could produce incoherence, which sometimes cannot be detected in the data because it could be possibly concealed by the large heterogeneity (which is also part of the incoherence domain). Moreover, heterogeneity is responsible to a large degree for the low confidence in some comparisons due to imprecision. We considered these concepts jointly to derive the overall judgments.
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