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## Supplemental Methods

**Construction of a PWM for Pnt**

The model for Pnt was generated using published footprints in [1,2] using the procedure described in [6,7]. Briefly, footprints were supplemented with manually curated orthologous sequences from *D.yakuba, D.ananassae, D.pseudoobscura, D.simulans, D.mojavensis* and *D.virilis* (ungapped alignments only, extracted from UCSC BlastZ pairwise alignments [8]) to construct PWMs using the MEME algorithm [1,2].

**Design of a linker sequence for Twi, Mef2, Bap, Bin, Tin homotypic CRMs**

 All possible enumerations of 4 bases in a 6-mer (4096 possibilities) were considered as potential linker sequences. For each 6-mer K and for each TF (Twi, Mef2, Bap, Bin, Tin), a test sequence corresponding to the construct "TFBS-linker-TFBS-linker-TFBS" was assembled. We call these 5 test sequences, the TK sequences. First (step 1), we discarded any 6-mer where any of its TK sequences contain a PWM match with a score >1 for Twi, Mef2, Bap, Bin or Tin PWM (ignoring the TK sequence for the TF of the current PWM). Since we aim to minimize the match scores of the linker sequence, a PWM match to a TK sequence is only considered if a minimum length "min\_len" of the linker is included in the matched sequence (here a min\_len of 4 was used *i.e.* half of the linker sequence + 1 base). Match scores were computed as implemented in the patser tool [9] considering a GC percentage of 40% and a pseudocount of 1.  Second (step 2), we discarded any 6-mer which sequence (*i.e.* not the corresponding TK sequences) is exactly found in a list of known footprints (as downloaded from REDfly in June 2008).  Third (step 3), the 6-mer sequence (*i.e.* not the corresponding TK sequences) of the remaining 6-mers is evaluated against each of the 86 PWM models (91 models available for *Drosophila* TFs, minus the ones already used at step 1) and the *best fitting score* (considering all possible 6-mer/PWM alignments, (note that the PWM positions that are not aligned to the 6-mer are ignored when calculating the score) is recorded. In addition, the TK sequences of the remaining n-mers are scored against all 86 PWMs (91 models minus the ones already used at step 1) and PWM matches of score greater than (or equals to) 2 are recorded for further inspection (for convenience, we refer to this set of matches as S).  Finally, the 6-mer with the lower 'best fitting score' was selected (here TCCATA) amongst the remaining candidates.

**Design of a unique linker sequences for GATA, Doc2, dTCF, pMad, Pnt homotypic CRMs**

 Although it was possible to find a common low-matching linker sequence for Twi, Mef2, Bap, Bin, Tin homotypic CRMs, this was not possible for the other TFs. A common linker in combination with the motif for GATA, Doc2, dTCF, pMad and Pnt had a too high score to known PWMs and therefore generated the risk of inadvertently generating a new TF binding site. To address this, we designed a linker sequence for each of Doc2, dTCF, pMad, and Pnt individually (which resulted in a less stringent first step as the TK sequence set then contains a unique member).  To increase the stringency in the selection procedure, we used a varying min\_len (starting with 1, increasing in steps of 1) and stopped as soon as the procedure reported a solution. In one situation (dTCF), we did not select the lowest 'best fitting score' but the second lowest after inspection of the PWM matches set S (produced at step 3).

**Design of a unique linker sequences for heterotypic CRMs**

 As for GATA, Doc2, dTCF, pMad, Pnt homotypic CRMs, we designed a linker for each heterotypic CRM (*i.e.* for each TF pair, linker size and relative Tin orientation). A second version of the linker design procedure has been developed to accommodate for the varying linker lengths and the heterotypic nature of the TFs used. We describe below the modifications made to the linker design procedure: (1) For a particular n-mer, where n belongs to {2,4,6,8}, TF pair (TF1 and Tin) and relative orientation of the Tin TFBS (sense or antisense), TK contains a unique sequence corresponding to "TFBS1-linker-TFBSTin-linker-TFBS1" (where linker is the current n-mer, TFBS1 and TFBSTin are the best transcription factor binding sites for TF1 and Tin with TFBSTin possibly reversed-complemented if the orientation is ‘antisense’). (2) At filtering step one, the “min\_len” parameter has been removed and the contribution of a linker to a PWM match is evaluated as follows (only matches with score > 2 were considered). For each PWM match, we compute (a) the “linker score in match”, which is the part of the match score imputable to the linker bases and (b) the “linker score proportion”, which is the “linker score in match” divided by the overall match score. Linker candidates (*i.e.* n-mers) which “linker score proportion” was more than 40% of the overall match score or which “linker score in match” was greater than 1 were discarded. (3) The second step was omitted.

In step three, the TK sequence of each remaining n-mer is evaluated against each of the 91 PWM models (removing the ones already used at step 1). The “linker score in match” is then computed for each match that (1) has a score > 0 and (2) involves 1 or more base of the linker sequence. Finally, all positive “linker score in match” are summed and the linker that has the lowest “linker score in match” sum was selected for the CRM design.

**Visualization of protein-protein interactions using crystal structure data**

 Homologous sequences were collected by PSI-BLAST. Hidden Markov Models were built and screened against similar models for all proteins of known structure using the HHsearch suite of programs [10]. Secondary structure and coiled-coil predictions were made by PSIPRED [11]. Full-atoms three-dimensional models with DNA binding site were built using Modeller [12] based on SMAD1-MH1 from *Mus musculus* (PDB code 3kmp) [13]­­ for pMad, and HoxA9 homeodomain from *Mus musculus* (1puf) [14] for Tin. Localizations of the proteins with varying motif spacing were built by overlapping the bases in the DNA of the models. Binding of two pMad DNA binding domains were allowed on one pMad binding sites, as the site has palindromic nature [15,16]. Visualizations of protein interaction on DNA elements with changing parameters of spacing and orientation were performed using UCSF Chimera [17].

**Modeling CRM activity**

Examining the activity of the pMad-Tin heterotypic CRMs suggests that there may be simple rules regarding the spacing and orientation of motifs that link motif organization to robust activity. The sharp transitions induced by changes to motif configurations (such as spacing and orientation) suggest that these rules involve cooperative interactions across multiple proteins bound to a CRM. To better explore the biophysical mechanisms and logical rules underlying CRM behavior, we made use of fractional site occupancy modeling (shown schematically in Figure S7). Fractional site occupancy models are a family of models that borrow from statistical physics to describe DNA-protein and protein-protein interactions as thermodynamic processes. Within these models, the probability that a CRM is active is a function of the relative probabilities, over all possible combination of binding events, that a sufficient number of TFBSs on the CRM are stably bound. An advantage of such models is that they are conceptually very simple but yet they can incorporate considerable complexity with comparatively few parameters. For an introduction to thermodynamic modeling of *cis* regulatory regions see [18].

The size of the state space, including all possible binding configurations, of fractional occupancy models increases exponentially with the number of sites. The description of even simple CRMs activities might require many, *a priori* unknown, parameters without any apparent functional relationships. To avoid this problem, we decided to analysis and compare a series of models with increasing complexity. Our aim was to obtain the simplest model that recapitulates the observed experimental data, to help to structure and identify important CRM configurations in a mathematically stringent way.

For heterotypic pMad-Tin CRMs there are eight different six-TF motif CRM architectures, giving a total of 16 data points (8 penetrance and 8 expressivity). The emphasis of the model was to provide a qualitative framework for understanding how cooperative TF interactions may explain these results. The model, as detailed below, incorporates binding site number, orientation and separation with at most four parameters.

**Underlying assumptions**

Before discussing the details of the model, the main assumptions are outlined.

1. Only cooperative TF binding to the CRM is important in explaining the variation in activity observed between CRMs with different motif configurations.

*Rationale*: The focus of the modeling is to better understand how cooperative TF binding affects tissue-specific activity using different CRM architectures. The downstream processes from transcription factor binding - such as cofactor recruitment - and additional mechanisms such as chromatin structure modifications are assumed to have equal affect on all CRMs and hence can be ignored.

2. The time taken for the enhancer to become active was the rate-limiting step

*Rationale*: This assumption is necessary for a thermodynamic model to be appropriate for analyzing the data. In effect, this assumption means that the TF binding to the CRM is the key process in determining CRM activity.

3. The different tissue-specific regions (PS3, PS7) are similar with respect to factors that affect the CRM activity (such as pMad concentration) and that the conditions (e.g. protein concentrations) are the same for all cells within a given region.

*Rationale*: Although there are no quantitative TF concentration measurements available, visualizing pMad and Tin protein levels by immunostaining does not indicate that there is major intra-tissue variation in protein levels. Furthermore, for CRMs with variation in activity, we typically observe that the expression pattern is spread across adjacent cells rather than a salt-and-pepper distribution of expressing cells. This suggests that for a given tissue, the region-to-region variability in relevant factors (such as TF concentration) is considerably greater than the intra-region (*i.e.* cell-to-cell) fluctuations. With this assumption, the model effectively finds the probability of a CRM in a region being active rather than calculating the probability of CRM activity in individual cells.

**Modeling details**

The general modeling approach is to assign each possible combination of TF binding events a weight, Figure S7. The probability of a CRM being active is the sum of the weights that correspond to CRM activity divided by the total weight of all possible states. For an introduction to the formulation of thermodynamic models when modeling protein binding and cooperativity see (Ay and Arnosti, 2011). There are a number of possible mechanisms for TF binding to the CRMs including TFs acting as pioneer factors. However, our focus is on understanding the *minimum* level of TF binding cooperativity required for CRM activity. Therefore, precise details of the TF binding mechanisms are not necessary in the model. Here, we consider the scenario where TF binding occurs during the appropriate stages of development. The relevant TF proteins are assumed to be present in sufficiently high concentration that the binding of TFs to the CRM is not the rate-limiting step (in line with Assumption 2 above). We have also confirmed that our results hold if we consider some TFs behaving as pioneer factors (data not shown).

In the main paper we analyze the six TFBS CRMs before using these results to predict the behavior of smaller CRMs. However, for ease of conceptual understanding we present here the model analysis starting from the simplest possible CRMs. First, an example of an enhancer with a single binding site is discussed. We then explore the specific CRMs architectures used in the experiments. For the main discussion below the focus is on modeling of the CRM activity in the VM. Later, we discuss how the model is modified to be appropriate for understanding CRM activity in the heart.

**One transcription factor binding site**

For a single TFBS there are two possible states, as shown in Figure S7B. The binding site is either empty, with weight [*S0*] or the TF is bound, with weight [A*S0*] (where *[A]* denotes the TF protein concentration). The total weight of different states, denoted by *Z,* is given by

*Z = [S0] +[AS0] = [S0](1+[A]/Kd)* (1)

Under detailed balance *[AS0] = [S0][A]/Kd* where *Kd* is the disassociation constant. If the occupied state *[AS0]* corresponds to the enhancer being active (*on*), then the probability of expression is given by

*pon = ([A]/Kd)/(1+[A]/Kd)* (2)

In this case, the probability of CRM activity is a function of a single parameter, *q0 = [A]/Kd*. For very high *Kd*, *q0* is small and the probability of the enhancer being on is small - *i.e.* TFs disassociate very quickly and readout is unlikely. For very low *Kd* (*i.e.* once bound, the TF remains bound for a long period) pon≈1 and the CRM is active. We also see that for *[A]*≈0 the probability of expression goes to zero, as expected.

**One pMad and one Tin binding site**

We next consider the smallest experimentally measured CRM: one pMad and one Tin binding site. For this CRM there are four possible states (shown schematically in Figure S7C): (1) both sites are empty, with weight *[S0S1]* (where *[S0]* and *[S1]* correspond to the pMad and Tin binding sites respectively); (2) only the pMad binding site is occupied (by a TF concentration denoted by *[A]*) with weight *[(AS0)S1]*; (3) only the Tin binding site is occupied (by a TF with concentration denoted by *[B]*) with weight *[S0(BS1)]*; (4) both sites are occupied with weight *[(AS0)(BS1)]*. The total weight is now given by

*Z = [S0S1]+[(AS0)S1]+[S0(BS1)]+[(AS0)(BS1)]* (3)

As above, from detailed balance *[AS0] = [S0][A]/KdA* and *[BS1] =* [S1][B]/KdB (where *KdA* and *KdB* are the disassociation constants for transcription factors *[A]* and *[B]* respectively). However, the weight of the final state *[(AS0)(BS1)]* depends on whether, as the experiments suggest, there is cooperativity between the TFs when binding to the CRM. To incorporate cooperativity, the weight of the state with two proteins bound is assumed to be enhanced by α (regardless of which TF bound first - with the detailed balance assumption only the state itself need be considered when calculating the weight). The weights of the different states are shown in Figure S7D, where the formation of a cooperatively bound pair of transcription factors is represented by the ellipse covering both sites. If pMad must be bound in the VM for CRM activity (a reasonable assumption, given the lack of VM signal in the Tin homotypic CRM) then the probability of the enhancer being active is given by

*pon = (a0+αa0b0)/(1+a0+b0+αa0b0)* (4)

where *a0 = [A]/KdA* and *b0 = [B]/KdB*. Setting *α = 1* corresponds to independent binding between the different sites. *α>1* corresponds to cooperative binding and *α<1* corresponds to antagonistic binding.

From the pMad-Tin S8 CRM result, we expect *a0* and *b0* to be small since this CRM displays no tissue-specific activity. Therefore, taking the limits *α>>1/a0* and*, α>>1/b0* (since individual binding of TF is unlikely) we find *pon ≈ q1/(1+q1),* where *q1 =αa0b0*. *q1* corresponds to the weight of a state where a single pair of pMad and Tin cooperatively bind. Within our approximations, a single parameter describes the probability of the CRM being active. (We discuss how binding site separation and orientation alter *q1* later).

**Two pMad and one Tin binding site**

In this case, the three empty binding sites are assigned weight *[S0], [S1]* and *[S2],* where the first two are as above and *[S2]* is the empty site of the second pMad site. The possible states are now *[S0S1S2], [(AS0)S1S2], [S0(BS1)S2], [S0S1(AS2)],* *[(AS0)(BS1)S2], [(AS0)S1(AS2)], [S0(BS1)(AS2)]* and *[(AS0)(BS1)(AS2)]*. We consider the possibility that the state with three bound transcription factors has enhanced weight due to cooperative TF interactions between the bound pMad (denoted by β, Figure S7D). In effect, if *β>>*1 then the stability of the *[(AS0)(BS1)(AS2)]* state is significantly enhanced. The total weight of such a CRM is given by

*Z = [S0S1S2] + 2[(AS0)S1S2] + [S0(BS1)S2] + 2[(AS0)(BS1)S2] + [(AS0)S1(AS2)] + [(AS0)(BS1)(AS2)]*  (5)

Again using detailed balance, we find the probability of the CRM being active (*i.e.* pMad bound), given by

*pon = (2a0+a02+2αa0b0 + αβa02b0) / (1+2a0+b0+a02+2αa0b0 + αβa02b0)* (6)

Applying the same assumptions as before (and considering only TF cooperative interactions as the relevant factors in CRM activity)

*pon ≈ (2q1 + q2) / (1+2q1 + q2)*  (7)

where *q1* is as above and *q2* corresponds to the cooperative binding between adjacent pMad-Tin-pMad. If the second pMad binds independently of the pMad-Tin pair (*i.e. β=1*), then *pon≈2q1/(1+2q1)*. Although the model has a number of inputs (*e.g.* TF concentrations, binding rates), incorporating both pMad-Tin and pMad-Tin-pMad cooperative interactions into the model requires just two parameters (we discuss below how binding site separation and orientation alters these parameters). It is straightforward to extend this analysis to the Tin-pMad-Tin enhancer.

**Three pMad and three Tin binding sites**

For the CRMs with six TF binding motifs the number of all possible transcription factor binding configurations is large. However, for our purposes we need only consider configurations relevant for TF cooperative interactions. If the only cooperative interactions are between neighboring pMad-Tin pairs then

*pon ≈ (5q1+ 6q12+q13) / (1+5q1+ 6q12+q13)* (8)

If pMad-Tin-pMad cooperative interactions play an important role in determining CRM activity then

*pon ≈ (5q2+3q12+2q2+3q1q2)/(1+5q2+3q12+2q2+3q1q2)*  (9)

We also considered the possibility of more complex TF cooperative interactions, such as pMad-Tin-pMad-Tin-pMad. However, as detailed in the paper, interactions between three adjacent TFs (such as pMad-Tin-pMad) are sufficient to describe the experimental data well. Since the inclusion of further higher-order interactions comes at the price of additional parameters and it does not significantly improve the model fit we omit further discussion.

**Modeling CRM activity in the heart**

The above formulae are appropriate for heterotypic CRMs in the VM. For heterotypic CRMs in the heart the model needs to be adjusted. During this time, Tin itself is present in high concentration. Therefore, we include another possibility for a minimal TF cooperative interaction configuration, namely Tin-pMad-Tin. This change only alters the above equation for the three binding site CRM, where Eq. (7) becomes *2q0/(1+2q0)*. For the heart, a CRM is assumed to be active if at least one Tin site is bound.

**Accounting for binding site separation and binding site orientation**

The strength of the cooperative TF interactions depends on the overlap of the interaction domains between adjacent bound TFs. The actual topology of the protein binding domains is complex and so implementing the exact domain of protein interaction is not appropriate in the model. Instead, we approximate the protein binding domains as spheres and looked at the area of overlap between the spheres, Figure S7E. We assume that the area of overlap is proportional to the interaction strength. The sphere radius was taken to be *r*, with different effective radii for antisense and sense orientated transcription factors. For separation of the spheres by *d < 2r*, the phenomenological function describing the effective range of cooperative binding is given by

*w(d) = 1 - (d/2r)2* (10)

and is zero otherwise, Figures S7A and S7E. The distance dependence was introduced into the model via the *q1* and *q2* cooperative interaction terms: *q1(d) = q1(d=0)w(d)* and *q2(d) = q2(d=0)w(d)2*. As stated above, the difference between sense and antisense orientation of the Tin binding site was incorporated by altering the effective sphere size. In general, we found *rsense < rantisense* - the role of binding site orientation is to alter the effective range over which bound proteins interact. Finally, we tested other forms for Eq. (10), such as *w(d) = 1 - (d/2r)4*. Our results are largely independent of the specific function, as long as *w(d)* is monotonically decreasing with *d* and is zero above some critical value of *d*.

**Calculating penetrance**

In the model we calculate the effective probability, *pi*, that an appropriate region of tissue displays activity for a particular CRM (labeled by *i*). For dorsally-aligned embryos there are four regions of relevant VM or heart, so the penetrance is then given by *Pi = 1 - (1-pi)4* (*i.e.* 1 - (Probability that no region shows CRM activity)). For laterally-aligned embryos, where only two regions are visible, this becomes *Pi = 1 - (1-pi)2*. The final measured penetrance for enhancer *i* was then

*Pi = (Ndorsal(1-(1-pi)4) + Nlateral(1-(1-pi)2))/N*  (11)

where *Ndorsal, Nlateral* and *N* are the number of dorsally-aligned embryos, ventrally-aligned embryos and total number of embryos respectively. In our data set we had approximately *Ndorsal≈Nlateral* and hence *Pi ≈ 1-(1/2)(1-pi)2(1+(1-pi)2).*

**Calculating expressivity**

The expressivity is the expected fraction of active regions in embryos that have at least some appropriate tissue-specific activity. For embryos aligned dorsally (*i.e.* four possible tissue-specific regions for both VM and heart, see Materials and methods) and assuming that the regions are independent of each other in the appropriate tissue, then for a particular enhancer with probability *p* of a region being active (all regions are assumed to have the same probability *p* of activation), the probability of only one active VM region observed, given that at least one is observed, is *g0 = (1 - p)3* (*i.e.* the probability that none of the other regions is active). The probability of exactly two regions being occupied is *g1 =3(1-p)2p* (since there are three ways of having one other region on and the other two off, given that the fourth region is already on). The probability of exactly three regions being occupied is *g2 =3(1 - p)p2* (since there are three ways of having two other regions on and the other off, given that the fourth region is on). The probability of all four regions on is *g3 =p3* (given that at least one is already on). For embryos aligned laterally, then *g0=(1-p)* and *g1 = p* as only two distinct regions are now visible.

The expressivity for enhancer *i*, *Ei*, is the normalized expected number of regions: for dorsally-aligned embryos, *Ei = (1g0 + 2g1 + 3g2 + 4g3 ) / 4 = (1+3p)/4*; and for laterally-aligned embryos *Ei = (1g0+2g1)/2 = (1+p)/2*. Since the data set used to find the expressivity was small (typically only 16 embryos) we recorded the orientation of each embryo and used this when calculating expressivity to ensure the correct contribution from the above forms for *Ei*.

**Model fitting**

Model fitting is done by minimizing the function

 (12)

where *P(i*) and *E(i)* denote the penetrance and expressivity respectively from a CRM labeled by *i* and the sum is over all appropriate CRMs. The model was fitted only to data from the six TF motif pMad-Tin CRMs. The quality of fit was adjudged by the sum of the square of the residuals,

 (13)

where *P(i)fit* and *E(i)fit* are the theoretical values for the penetrance and expressivity respectively after parameter fitting.

Figure S8A, E show the model fits to the heterotypic CRM activity in the VM and heart respectively when only cooperative interactions between independent pMad-Tin pairs are considered. Figure S8F also shows the model fit to the heterotypic CRM activity in the heart when pMad-Tin-pMad cooperative interactions are taken as the fundamental unit. All model parameters are shown in Table S6.
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