
Text S3: Laplace method to approximate Bayes factors for Logistic Re-
gression

We now detail the Laplace method that we use to approximate the Bayes factor for a binary
phenotype Y = (y1, . . . , yn), which we assume to be modeled by a logistic regression:

log
Pr(yi = 1)
Pr(yi = 0)

= 〈xi, β〉

where xi = (1, gi, 1(gi = 1)) is the i-th row of the design matrix X; β = (µ, a, d) is the
vector of effect parameters; and 〈xi, β〉 denotes the inner product xt

iβ. Then

pi := Pr(yi = 1) =
e〈xi,β〉

1 + e〈xi,β〉
, (1)

and the log-likelihood is given by

l(β|X, Y ) =
∑

i

(
yi log pi + (1 − yi) log (1 − pi)

)
=

n∑
i=1

yi〈xi, β〉 −
n∑

i=1

log (1 + e〈xi,β〉).
(2)

Under the null hypothesis we assume that a = d = 0, and the prior on µ is N(0, σ2
µ).

That is,

p0(µ) =
1

2πσµ
exp

(
− µ2

2σ2
µ

)
. (3)

Under the alternative hypothesis, we assume the prior on β is N(0, ν), where ν is a
diagonal matrix with diagonal elements (σ2

µ, σ2
a, σ

2
d). That is,

p1(β) = (2π)−
3
2

1
σµσaσd

exp
(
− µ2

2σ2
µ

− a2

2σ2
a

− d2

2σ2
d

)
. (4)

The Bayes factor is given by

BF =
∫

l(β|X, Y )p1(β)dβ∫
l(µ|X, Y )p0(µ)dµ

. (5)

We approximate each of the integrals by the Laplace method,∫
ef(β)dβ ≈ (2π)

k
2 |Hβ∗ |−

1
2 ef(β∗) (6)

where k is the dimension of the integral being approximated, β∗ is the value at which f
attains its maximum, and |Hβ∗ | is the absolute value of the determinant of the Hessian
matrix of f evaluated at β∗.
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Under the alternative, k = 3, f(β) = l(β|X, Y ) + log p1(β). The Hessian H is given by

H = −(XtWX + ν) (7)

where W is the diagonal matrix with Wii = pi(1 − pi). We obtained β∗ by numerical
optimization, using the Fletcher-Reeves conjugate gradient algorithm implemented in the
GNU Scientific Library.

Under the null, k = 1, f(µ) = l(µ|X, Y )+log p0(µ), and the Hessian is trivially obtained.
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