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Abstract
Sexual dimorphismresults from sex-biased gene expression, which evolves when selection

acts differently on males and females. While there is an intimate connection between sex-

biased gene expression and sex-specific selection, few empirical studies have studied this

relationship directly. Here we compare the two on a genome-wide scale in humans and

flies. We find a distinctive “Twin Peaks” pattern in humans that relates the strength of sex-

specific selection, quantified by genetic divergence betweenmale and female adults at

autosomal loci, to the degree of sex-biased expression. Genes with intermediatedegrees of

sex-biased expression show evidence of ongoing sex-specific selection, while genes with

either little or completely sex-biased expression do not. This pattern apparently results from

differential viability selection in males and females acting in the current generation. The

Twin Peaks pattern is also found in Drosophila using a different measure of sex-specific

selection acting on fertility. We develop a simplemodel that successfully recapitulates the

Twin Peaks. Our results suggest that many genes with intermediatesex-biased expression

experience ongoing sex-specific selection in humans and flies.

Author Summary

Sexual dimorphism,which is evident in virtually all phenotypic traits, results from sex-biased
gene expression. The evolution of sex-biased expression, in turn, results from selection that
acts differently on males and females.We use genomic data from humans and flies to quan-
tify the relation between ongoing selection pressures and gene expression. A distinctive pat-
tern in both species reveals that many genes are experiencing selection that is currently
acting differentially on males and females. These results suggest that the “war between the
sexes” is more than a metaphor: it contributes to observablepatterns of mortality in humans.

Introduction
Females and males differ for virtually all phenotypic traits [1]. Sexual dimorphism results from
sex-biased gene expression, which evolves in response to selection that acts differently on
males and females [2–4]. Thus sex-biased gene expression is intimately linked to sex-specific
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selection [5,6]. What is less clear, however, is the extent to which sex-specific selection is ongo-
ing, and how ongoing selection relates to the strength of sex-biased expression.

To date, the most direct link between sex-specific selection and sex-biased expression comes
from a laboratory study of Drosophila melanogaster. By comparing gene expression and repro-
ductive fitness in a quantitative genetics design, Innocenti and Morrow [7] identified genes
experiencing sexually-antagonistic selection, which is the extreme case of sex-specific selection
in which an allele that increases fitness in one sex decreases it in the other. They concluded that
8.5% of loci that show sex-biased expression are experiencing ongoing sexually-antagonistic
selection.While this work is a milestone, it leaves key questions unanswered. These include:
What is the relation between the strength of ongoing sex-specific selection and sex-biased
expression, and how common and how strong is sex-specific selection in natural populations?
Answers to these questions are important to our understanding of how sexual dimorphism
evolves. Further, the answers will inform us about general issues including constraints to adap-
tation [8–10] and how genomes evolve [11–13].

We tackle this problem here with a newmethod that directly quantifies contemporary sex-
specific selection on a genomic scale.We reason that Mendelian inheritance ensures that allele
frequencies at autosomal loci are equal in males and females at conception, and that sex-spe-
cific viability selectionwill generate genetic divergence between the sexes within a generation.
Divergence will occur when selection is sexually-antagonistic,meaning that different alleles are
favored in males and females. Divergence also results when selection of different strengths
favors the same allele in males and females, a situation sometimes called “sexually-concordant
selection” [14]. We use the term “sex-specific selection” here to include both cases.

We find that genes with intermediate degrees of sex-biased expression experience the stron-
gest sex-specific selection in humans. We assess the generality of this pattern by reanalyzing
the data on flies from Innocenti and Morrow [7]. We again find the The Twin Peaks pattern,
which in this case results from sexually-antagonistic (not sexually-concordant) selection, and
from selection on fertility (rather than viability). A simple population-geneticmodel success-
fully recapitulates the key pattern. Our results suggest that ongoing sex-specific selection is a
common feature of the genome in humans and flies.

Results

Sex-specific selection and sex-biased expression in humans
We quantify sex differences in viability selection using FST between adult males and females
[15]. We used allele frequencies at over 6 million autosomal single-nucleotide polymorphisms
(SNPs) that appear in the 1000 Genomes Project [16], a database that includes more than 2000
individuals from 26 populations worldwide. For each of 17,839 protein-coding loci, we calcu-
lated the average FST for all SNPs within transcribed regions within each population.We expect
this to give a conservative picture of sex differences in selection since most SNPs are not them-
selves targets of selection. Rather, they change frequency through hitchhiking, and the FST that
results at these SNPs is expected to be less than that at a selected SNP in the same gene. Patterns
that are qualitatively the same as what we report below also emerge if we use only the single
SNP from each locus with the largest value of FST. No SNP showed significantly different allele
frequencies in males and females at a false discovery rate of 5%. That is not surprising, how-
ever. A power analysis presented in the S1 File shows it is highly unlikely to observe significant
divergence at any individual SNP, even with very strong sexually-antagonistic selection, simply
because the correction for multiple comparisons is so severe.

We quantify sex-biased expression as the normalized difference between expression in
males and females: Δ = (m–f) / (m + f), where m and f are the transcript abundances in males
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and females. (This measure is highly correlated with the familiar log2 of the expression ratio.)
A value of Δ = –1 means a gene is expressed only in females, Δ = 0 means expression is unbi-
ased, and Δ = 1 means it is expressed only in males. We use RNAseq data from the Genotype-
Tissue Expression Project [17]. Sex-biased expression in adults mainly results from differences
between reproductive tissues [18,19], so we used expression levels in testis and ovaries. The
data are from 14 males and 6 females [20].

We find that genetic divergence betweenmales and females is related to the degree of sex-
biased expression by a distinctive pattern that we call “Twin Peaks” (Fig 1). Average FST

reaches a minimum when expression is unbiased (Δ = 0). Genetic divergence between the sexes
is greatest for genes whose expression is moderately female-biased D � � 1

2

� �
or moderately

male-biased D � 1

2

� �
. After reaching these peaks, genetic divergence then declines again as

expression tends towards complete female-bias (Δ = –1) and complete male-bias (Δ = 1).
The Twin Peaks pattern is statistically well-supported. The best fit regression of FST on Δ is

a fourth-degree polynomial with two peaks (S1 Table). We permutated the data 105 times and
found the pattern occurs 1.6% of the time (that is, the pattern is significant at p = 0.016, details
in Materials and Methods). The Twin Peaks pattern is also recovered by fitting a cubic spline
using generalized additive models. Twin Peaks are seen within each of the 26 populations
when they are analyzed separately. Genetic divergence between the sexes is quite repeatable
across populations: taking the SNP with highest FST at each locus, the intra-class correlation
coefficient is 0.34. Finally, the Twin Peaks also emerge when we measure genetic divergence
between the sexes using the statistic Da instead of FST [21,22] (S2 Table, S3 Fig).

It is plausible that gene expression in adult gonads (on which our analyses are based) is not
itself the target of the viability selection that causes the Twin Peaks pattern. Instead, expression
in adult gonads could be correlated with expression in other tissues and other life stages that
are the actual targets. Unfortunately, we are not able to repeat our analyses with most somatic
tissues because the Gene Expression Atlas only provides data on expression averaged across
both sexes. We were however able to analyze expression in five sex-specific somatic tissues:
ectocervis, fallopian tubes, vagina, and uterus in females, and prostate in males. The Twin
Peaks pattern appears again when we use the average expression of the four female-specific

Fig 1. The strengthof sex-specific selection is strongest on human autosomal geneswith
intermediate sex-biasedexpression. The white curve is the best-fit 4th degree polynomial and the intensity
of red indicates the likelihood that the regression passes through a given value. The average FST for the
SNPs in a gene is small at Δ = 0 (unbiased expression), increases to a peak as sex-bias grows, then
decreases as Δ approaches –1 and 1. The numbers of genes with a given bias are visualized in the density
plot in the lower part of the figure; dark gray denotes intermediate sex-biased expression.

doi:10.1371/journal.pgen.1006170.g001
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somatic tissues and expression in testes, but not when we use prostate instead of testes. Expres-
sion in prostate may not provide a good proxy for gene expression in males, however, as its
expression profile is very similar to that of vagina and other female-specific tissues [20].

Sex-specific selection could be acting on regulatory elements as well as coding regions.We
therefore repeated the analyses including all noncoding transcripts whose expression is profiled
in the Genotype-Tissue Expression Project (34,060 in total) and the 1kb sequence upstream of
all coding regions used in the previous analysis. Once again, a significant Twin Peaks pattern
appears.

We considered the possibility that the pattern is driven by heterozygosity. Imagine that the
strength sex-specific selection does not vary systematically with sex-biased expression, but that
heterozygosity follows the Twin Peaks pattern. Then genetic divergence betweenmales and
females, measured as FST, will also show that pattern. (This prediction follows because changes
in allele frequencies caused by selection are proportional to heterozygosity.) We therefore
regressed the quantity (FST/pq) onto Δ, where p and q are the frequency of the two alleles at a
given SNP. If the Twin Peaks results from variation of heterozygosity with sex-biased expres-
sion, the regression is expected to be flat. This alternative hypothesis is falsified: Twin Peaks are
again seen using the polynomial and spline regressions described above (S3 Table). We also fit
a regression model that included both heterozygosity and Δ as factors. The Twin Peaks pattern
remains significant (p< 0.01) even after the effect of heterozygosity on FST is controlled for.

While no individual SNP showed significant FST between the sexes, the identities of several
highly diverged genes do hold hints of possible connections to sex-specific selection. The gene
RNF212 segregates for alleles that have opposing effects on male and female recombination
rates [23,24]. The mean FST for the SNPs in this gene is in the top 0.2% of all the loci we ana-
lyzed. Other genes in the top 5% of FST values are two loci (LYPLAL1 and ADAMTS9) associ-
ated with the waist-hip ratio [25]. This is a sexually-dimorphic phenotype that has long been
associated with sexual attractiveness [26]. A recent review identified 33 loci that have been
linked by multiple genome-wide association studies to sex-specific risk of disease [27]. The
most diverged SNPs at these genes have FST values that are significantly higher than average
(p< 4 x 10−5 by a permutation test). A final observation is that a set of genes that show evi-
dence of balancing selection [28] also have FST values that are significantly higher than the
genome-wide average (p< 1 x 10−6 by a permutation test). This correlation could result if sexu-
ally-antagonistic selection itself is maintaining polymorphism at these loci [29], or if sex-spe-
cific selection acts on polymorphisms that are maintained by other mechanisms (e.g.
overdominance).

These results lead us to conclude that the Twin Peaks pattern in humans results from sex-
specific viability selectionwhose strength varies with the degree of sex-biased gene expression.

Twin Peaks also occur in flies
To test the generality of the pattern we discovered in humans, we reanalyzed the fly data from
Innocenti and Morrow [7]. Here our measure of the strength of sex-specific selection acting on
a locus is binary: it takes a value of 1 if they identified it as a target of sexually-antagonistic
selection, and is 0 otherwise.Their data are based on fertility selection, rather than viability
selection.We again quantified sex-biased gene expression using Δ based on their transcriptome
data. We then asked if fraction of genes under sexually-antagonistic selection varies systemati-
cally with Δ.

The Twin Peaks pattern appears once again (Fig 2). The greatest fraction of loci under sexu-
ally-antagonistic selection have intermediate sex-biased expression. Only a small fraction of
genes experience sexually-antagonistic selectionwhen expression is not sex-biased (Δ = 0) or
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when it is completely sex-biased (Δ = –1 or 1). The pattern is highly statistically significant
(p< 10−5) by bootstrapping using regressions based both on polynomials and splines (see
Materials and Methods).

The pattern in flies is consistent with that in humans. A difference between the two data sets
is that the pattern in humans results from genetic effects on viability, while the pattern in flies
reflects effects on fertility and fecundity. Together, these results suggest that a tendency for
stronger sex differences in selection to act on genes with intermediate sex-biased expression
may be general to diverse forms of selection.

A simplemodel explains Twin Peaks
To understand the Twin Peaks pattern, we built a simple model that relates gene expression to
fitness. Three key assumptions are invoked: (1) Allele frequencies are at equilibrium under sex-
ually-antagonistic viability selection,which is the special case of sex-specific selection in which
selection favors one allele in one sex and the other allele in the other sex; (2) A gene that is not
expressed experiences no selection; and (3) At low expression levels, the effects of alleles on via-
bility increase approximately linearly with the amount of expression. These assumptions are
illustrated graphically in Fig 3. The model allows selection to be frequency-dependent, and for
arbitrary dominance. Further details and the analysis of the model are given in the Materials
and Methods section.

This model leads to two predictions regarding how genetic divergence between the sexes
varies with the degree sex-biased expression. First, we find that when Δ is near to 0,

FST � 4 p q
amaf

am þ af

 !2

D
2
; ð1Þ

where am and af measure how the strength of selection varies with the gene’s expression in

Fig 2. The Twin Peaks pattern in flies.The relation between the fraction of genes under sexually-
antagonistic selection and Δ is shown by the best-fit cubic spline (white line), and the 95% confidence interval
is shown by the shaded areas. The distribution of gene numbers is shown at the bottomof the figure.

doi:10.1371/journal.pgen.1006170.g002
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males and females (see Fig 3). We see that allele frequency divergence between the sexes
depends on three kinds of quantities: heterozygosity (proportional to 4pq), the potential for
sexually-antagonistic selection (represented by the term in parentheses), and the strength of
sex-biased expression (represented by Δ).

All else equal, this result predicts that FST will be 0 when expression is unbiased, and it will
increase quadratically as expression becomes slightly female- or male-biased. Second, the
model predicts that FST will also be zero when expression is completely female-biased and
completely male-biased. The model does not apply to genes whose expression is strongly but
not completely sex-biased.We can, however, make qualitative predictions for these cases by
interpolating between the predictions from the first two cases. The pattern that results is Twin
Peaks (Fig 4).

To check the qualitative fit of this model to data, we focused on genes in the human dataset
whose expression is weakly sex-biased.We took all genes expression lies between the two peaks
at Δ = –0.52 and Δ = 0.72, which includes 80% of the genes in the dataset. The best-fit polyno-
mial regression is a quadratic with a significantly positive coefficient (p<< 0.001), as predicted
by our model (S4 Table). In principle, we might use the curvature of this regression to estimate
the quantity that appears within parentheses in Eq (1). That would be of interest because it is a
measure of the potential for sexually-antagonistic selection.We do not take that step here,
however, because as we now explain these data may not be adequate to give accurate estimates
of selection.

The strength and prevalence of sex-specific selection in humans
Under the assumptions of our model, the value of FST betweenmales and females is propor-
tional to the strength of sexually-antagonistic viability selection (seeMaterials and Methods).
This suggests that one might estimate the strength of sexually-antagonistic selection from these

Fig 3. Schematic of the genetic model.The X-axis shows the expression of a locus, measured as the log of
the number of transcripts, in males (M) and females (F). The Y-axis shows the additive fitness effect of an
allele in males (sm) and females (sf). No selection (sm, sf = 0) occurs when there is no expression (M, F = 0).
Fitness effects increasewith expression at a rate am in males and af in females. At an evolutionary
equilibrium, sm = –sf. OurmeasureΔ of sex-bias is approximately equal to twice the difference betweenM
and F, normalized by the total of expression in both sexes, M + F, whenΔ is small. Furtherdetails are given in
theMaterialsandMethods section.

doi:10.1371/journal.pgen.1006170.g003
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data. Using the average FST for a gene biases the estimate downward because the large majority
of SNPs are not expected to be direct targets of selection.Using the SNP in a gene with the larg-
est FST, on the other hand, biases estimates upward because this extreme value is expected to
result partly from sampling variance.

With these caveats in mind, we attempted to make a rough estimate for the strength of sexu-
ally-antagonistic selection acting on genes with intermediate sex-biased expression (seeMateri-
als and Methods). Focusing on the YRI population (Yoruba in Ibadan, Nigeria) because it is
the most genetically variable, we sampled loci whose values of Δ fall close to maxima of the two
Twin Peaks and whose values of FST are close to the average for genes with that degree of sex-
biased expression. Using the average FST for all the SNPs in each gene, we estimate that the
additive fitness effects of alleles at these loci are s = 0.02 on average. If correct, this result would
suggest that sexually-antagonistic selection at these loci is strong. The estimate is based on
small numbers of individuals, however, and so it is imprecise. The estimate is also likely to be
biased upwards, as we will see shortly.

What fraction of genes experiences sex-specific selection in humans? While it is difficult to
quantify that number with precision, we can get a crude idea by summing the number of loci
that lie beneath the Twin Peaks, for example those whose sex-biased expression lies between
0.25< | Δ |< 0.75. In both humans and flies, those are about 40% of coding genes. These
results suggest that sex-specific selection could be common in both species.

The selection load
Sex differences in autosomal allele frequencies betweenmature females and males result from
differential survival after conception. Unlike other kinds of genetic load [30], this engenders a
truemortality load on the population.We can calculate this load under the assumption of our
model that the loci are at equilibrium under sexually-antagonistic selection in which an allele
that increases viability in one sex decreases it in the other (seeMaterials and Methods). The
additional mortality incurred by a population due to sexually-antagonistic selection on a single
locus with additive effects is simply LSA = s, where s is the fitness effect of an allele (positive in
one sex, negative in the other). This result suggests that not many loci can be under strong sex-
ually-antagonistic selection or the population would not be viable. For example, sexually-

Fig 4. Qualitative conclusions from the geneticmodel.Genetic divergence between the sexes, measured
as FST, is minimizedwhen gene expression is unbiased (Δ = 0), then increases quadratically for small
degrees of female-biased and male-biased expression (solid curve).FST is also 0 when expression is
completely female-biased (Δ = –1) or male-biased (Δ = 1) (solid circles). Values of FST expected for
intermediate sex-dependent expression are interpolated by eye (dashed curves).

doi:10.1371/journal.pgen.1006170.g004
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antagonistic acting on 100 loci with independent fitness effects of s = 0.01 reduces the average
viability in the population by 63%.

This consideration argues that the estimates for the strength and prevalence of selection
offered in the previous sectionmay be substantial overestimates. Factors that may contribute
are discussed below.

Discussion
This study focuses on the relation between the strength of ongoing sex-specific selection to the
degree of sex-biased expression. In humans, we used allele frequencies at 6 million coding
SNPs sampled from 26 populations. We quantify the strength of sex differences in selection
acting within a generation using FST betweenmales and females adults. In flies, we quantified
sex-specific selection as the fraction of loci that had been previously identified as targets of sex-
ually-antagonistic selection [7]. In both species, we see a distinctive Twin Peaks pattern in
which sex-specific selection is strongest for genes with intermediate sex-biased expression, and
is weak when sex-bias expression is either complete or absent. These results suggest that sex-
specific selection is ongoing at many genes. We develop a simple genetic model that recapitu-
lates the Twin Peaks pattern.

In a recent study, Lucotte et al. [31] used the FST-based strategy that we employed to scan
the HapMap dataset [32] for SNPs with divergent allele frequencies in males and females.
Under their most stringent statistical criteria, they found two X-linked loci that are significantly
diverged (at a FDR of 5%). (Those loci do not appear in our analyses because we excluded the
sex chromosomes.) Further, they reported that extreme FST values are enriched on the X chro-
mosome relative to the autosomes, consistent with what is expected from sexually-antagonistic
selection. Taken together with our results from the 1000 Genomes dataset, the consistent pic-
ture is that there is evidence of ongoing sex-specific selection in humans.

Other processes besides sex-specific selectionmight contribute to the sex differences in
allele frequencies we observed in humans. Population structure can generate FST between the
sexes. If populations have different allele frequencies, then differential migration of one sex will
generate FST between the sexes within a population. FST between the sexes will also appear in
the data if viability selection acts equally on males and females but the sexes are sampled at dif-
ferent ages.

It seems unlikely, however, that these alternative hypotheses explain the Twin Peaks pattern.
While both population structure and age differences can inflate FST between the sexes in the
human dataset, it is difficult to see how either of those factors would generate a pattern that
varies systematically with sex-biased expression. Further, neither population structure nor age
differences are factors in the fly dataset. Sex-specific selection therefore appears to be strongly
supported.

As we noted in the Results, it is plausible that the Twin Peaks pattern does not result from
viability selection on gene expression in adult gonads (which is what our analysis is based on),
but rather from selection on correlated traits such as expression in other tissues and/or at other
ages. If so, we expect that our results are conservative: the pattern we observed is weaker than
what would be seen if divergence in male and female allele frequencywas regressed against the
true targets of selection.

There is good reason, however, to think that our estimates for the strength of selection and
the selection load in humans are biased upwards. The calculations assume loci are at equilib-
rium under sexually-antagonistic selection in which selection in one sex is exactly counterbal-
anced by selection in the other. If instead sex-specific selection acts on polymorphisms that are
maintained by other forces (e.g. migration or mutation) or that are transient, then the load
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could be substantially lower. Unfortunately, it does not seem possible to estimate the strength
of selection from our data under these more general conditions. Further, as we discussed ear-
lier, geographical and age structure in the data may contribute to the genetic differences
between the sexes.

The fly data also include biases. One results from sex differences in the allometry of body
parts. Innocenti and Morrow [7] measured gene expression in the whole bodies of flies. Differ-
ences in transcript abundances between tissues that have different relative sizes in males and
females will result in sex differences in relative expression, and so bias our Δ statistic. It is diffi-
cult, however, to see how this bias would vary systematically with the fraction of genes under
sexually-antagonistic selection and so produce the Twin Peaks pattern.

Our model suggests that the Twin Peaks pattern is expected to emerge under certain condi-
tions. Two in particular deserve consideration. The first assumption is that selection is sexu-
ally-antagonistic, with different alleles favored in males than in females. Our FST-based analysis
of the human data is not able to discriminate between sexually-antagonistic selection and sexu-
ally-concordant selection (when the same allele is favored with different strengths of selection
in males and females).We note, however, that the Twin Peaks pattern in flies does result from
sexually-antagonistic (and not sexually-concordant) selection. Second, the model assumes that
allele frequencies are at equilibrium.Unfortunately, we are unable to generalize either of these
two assumptions. But while the quantitative results from the model will not hold if those
assumptions are violated, it seems likely that the Twin Peaks pattern will emerge under a
broader range of conditions than our model assumes.

Our results and those of Innocenti and Morrow [7] suggest that a substantial number of
genes are targets of ongoing sex-specific selection.Why hasn’t evolution adjusted expression
levels and resolved this tension? Two general ideas have been offered. One is that pleiotropy is
extensive and so there is little genetic variation available to decouple expression levels in males
and females [2,33–36]. A second suggestion is that selection pressures may fluctuate over time
and space, and evolutionary lags prevent the degree of sex-biased expression from being opti-
mized in the current environment [37–39]. This hypothesis is consistent with the high turnover
rate seen of genes with sex-biased expression [19,40–42].

The holy grail of evolutionary genomics has been to identify individual genes that underlie
adaptation. Our approach shows that even when that goal is not possible, we can nevertheless
make important inferences about selection and adaptation by studying genome-wide patterns.
The strategy of combining data across genes with a simple model has offered a new perspective
on the evolution of sex-biased gene expression. Similar strategies may also be fruitful in studies
of other problems.

Materials andMethods

A simplemodel relating FST between the sexes to sex-biased gene
expression
To understand the relation between sex-biased expression and sex-specific selection,we devel-
oped a very simple model.We reasoned that sex-specific selection at a locusmust vanish when
it is not expressed in one of the sexes. We approximate the strength of viability selection acting
on two alleles in males and females as functions that are linear with the relative expression lev-
els and that have intercepts at the origin (Fig 3). We further assume that allele frequencies are
at equilibrium under sexually-antagonistic selection, such that selection favoring an allele in
one sex is balance by selection against that allele in the other sex.We will now use this visuali-
zation to make a quantitative connection between sex-biased expression and genetic divergence
between the sexes.

Sex-Specific Selection and Sex-Biased Gene Expression
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Allele frequencies at autosomal loci are equal in males and females among zygotes. Sexu-
ally-antagonistic selection acting on viability will cause divergence in allele frequencies between
adult males and females. Consider a locus segregating for allelesA and a. To measure the
impact of sexually-antagonistic selection, we use the familiar FST statistic:

FST ¼
ðpm � pf Þ

2

4 p q
; ð2Þ

where pm and pf are the frequencies of A in mature males and females, p is its frequency in
zygotes, and q = 1 – p.

Write the relative viabilities of genotypes aa, Aa, and AA in males as 1:: 1 + hmSm:: Sm. The
selection coefficient Sm and dominance coefficienthm can be frequency-dependent, in which
case these coefficients take their values at equilibrium (see below). Assuming that zygotes are at
Hardy-Weinberg equilibrium, the allele frequency in adult males is

pm � pþ pq sm; ð3Þ

where sm is the additive fitness effect of allele A in males, defined as

sm ¼ ½pþ ðq � pÞhm�Sm: ð4Þ

The approximation of Eq (3) neglects terms of order s2
m. An analogous expression gives the

additive fitness effect of alleleA in females, sf. The divergence betweenmales and females is
therefore

FST �
1

4
pqðsm � sf Þ

2
: ð5Þ

We link selection to expression by assuming that when expression is low, the fitness effects
can be approximated by the functions:

sm ¼ am M

sf ¼ af F;
ð6Þ

where

M ¼ lnðmþ 1Þ

F ¼ lnðf þ 1Þ;
ð7Þ

and m and f are the absolute expression levels (e.g. number of transcripts per cell or in a tissue).
The coefficients am and af reflect how sensitive selection is to the expression level. At a locus
under sexually-antagonistic selection, these coefficients have opposite signs. The situation is
sketched in Fig 3.

Eqs (6 and 7) have three desirable features. First, the fitness effect of an allele in a given sex is
0 if the gene is not expressed in that sex. Second, for values of m and f much larger than 1,
changes in transcript abundance have proportional effects on the strength of selection. For exam-
ple, a 10% increase in expression has the same effect on fitness regardless of whether there are
100 or 1,000 transcripts in the cell. Last, we will see below that the logarithmic scaling for expres-
sion used in Eq (7) leads to predictions from the model that can be directly compared to data.

We now assume that allele frequencies are at equilibriumunder sexually-antagonistic viabil-
ity selection, which implies that sm = −sf. This assumption will be violated if fertility selection
acts in addition to viability selection, but we do not anticipate that will systematically bias the
predictions. (We note that an equilibrium is possible with any degree of dominance if selection
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is frequency-dependent.)The equilibrium condition and Eq (6) imply that

T ¼
af � am

af þ am

 !

D; ð8Þ

where T is the total expression and D is the difference in expression (sex-bias) betweenmales
and females:

T ¼ M þ F

D ¼ M � F:
ð9Þ

Substituting Eqs (6–9) into Eq (5) gives

FST � p q A D2; ð10Þ

where

A ¼
amaf

am þ af

 !2

: ð11Þ

Eq (10) gives a pleasingly simple relationship between the divergence of allele frequencies
between the males and females resulting from sexually-antagonistic selection, on the one hand,
and the degree of sex-biased expression, on the other. Three quantities appear on the right side.
First is the term pq, which is proportional to heterozygosity. The second is A, which is a mea-
sure of the potential for sexually-antagonistic selection. Last is D2, which is the square of the
sex-bias in expression.

We want to express these results in terms of quantities that have been estimated. A natural
measure of sex-biased is

D ¼
m � f
mþ f

; ð12Þ

where m and f are the transcript abundances in males and females. The measure Δ is 0 when
expression is unbiased, reaches a minimum value of Δ = −1 when a gene is expressed only in
females, and a maximum value of Δ = 1 when it is expressed only in males. When bias is small
and the absolute expression levels are much greater than 1, a Taylor expansion shows that

D �
1

2
ln

m
f

� �

�
1

2
D: ð13Þ

Substituting Eq (13) into Eq (10), we finally have

FST � 4 p q A D
2
; ð14Þ

which appears as Eq (1) in the main text.
This result has several implications. Divergence in allele frequencies betweenmales and

females (measured by FST) is predicted be at a minimumwhen there is no sex bias in expres-
sion (Δ = 0). For small amounts of bias, either positive or negative, divergence should increase
quadratically with |Δ|. We expect no divergence in male and female allele frequencies at the
extremes of completely female-biased and completely male-biased expression (Δ = −1 and Δ =
1, respectively). That prediction follows because either male or female expression is then 0, and
under our equilibrium assumption there will be no positive selection acting on the other sex
that could generate a difference in allele frequencies in males and females.
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To summarize, our model makes three predictions: FST will be 0 for a gene with unbiased
expression (Δ = 0), it will increase quadratically with Δ for small amounts of male- and female-
biased expression, and finally it will return to 0 for a gene that are expressed only in females or
in males (Δ = −1 and Δ = 1). The results are shown graphically in Fig 4.

The strength of sexually-biased selection
We estimated the strength of selection from the frequencies of alleles in females and males. Fol-
lowing the notations and assumptions described in previous sections, we assume that loci
under sexually-antagonistic selection and are at equilibrium. That implies that the fitness effect
of an allele in females is equal in magnitude and opposite in sign to its effect in males. The total
numbers of alleles sampled from females and males are denoted Nf and Nm, and the numbers
of the minor allele observed are nf and nm. We assume the samples are independent.

Denote the (unknown) frequency of the minor allele in zygotes at a given locus as p. Then
likelihoodof sm, the additive fitness effect in males as defined by Eq (4), is

Lðsm; pÞ ¼ Bðnf ; Nf ; p
�

f ÞBðnm; Nm; p
�

mÞ; ð15Þ

where B() is the binomial distribution, and the allele frequencies in the adults from which the
alleles are sampled are

p�m ¼ pþ p q sm
p�f ¼ p � p q sm:

ð16Þ

(Eq (16) are approximations that assume p q sm<< 1.) The posterior probability of the
allele’s fitness effect is

PbðsmÞ ¼
Z 1=2

0

Lðsm; pÞPrðpÞdp; ð17Þ

where Pr(p) is the prior probability density of p.
For Pr(p), we fit an ad hoc function to the distribution of minor allele frequencies observed

in the YRI population. That function is:

PrðpÞ ¼ 48:4 Re½Expf� 35ðx � 0:003Þ
0:7
g� þ 3:59ð0:5 � xÞ; ð18Þ

where Re[x] is the real part of x. The fit of this function to the data is shown in S1 Fig. In prac-
tice, we found that using a uniform prior distribution changed the estimates of sm very little.

We evaluated posterior probability by numerically integrating Eq (17). We found the maxi-
mum a posteriori probability (MAP) estimate of sm by numerically maximizing that function.
The 95% credible interval was found by searching for the values of sm that returned a posterior
probability equal to 1/20 of the maximum probability.

S2 Fig shows the results for a sample of 15 genes. These were taken from loci with values of
Δ that fall close to the maxima of the two Twin Peaks and whose values of FST averaged across
all SNPs in the gene are typical for genes with that degree of sex-biased expression. For each of
the genes in the sample, we chose the SNP with the largest FST, reasoning that this SNP was
more likely to be the actual target of sex-specific selection. All of the MAP estimates are very
large ðĵsmj � 1=2Þ but no estimate for sm is significantly different from 0.

The selection load
The selection load caused by sexually-antagonistic viability selection can be calculated by the
following argument. The load is the average of the mortality incurred from sexually-
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antagonistic selection by males (μm) and in females (μf):

LSA ¼
1

2
ðmm þ mfÞ: ð19Þ

Following the notation used earlier, the relative viabilities of genotypes aa, Aa, and AA in
males are 1 :: 1 + hmSm :: Sm, and analogous expressions give the relative viabilities in females.
Assume Hardy-Weinberg equilibrium, and let p be the frequency of the allele that is beneficial
to males. The mortalities are then:

mm � 2 p q ð1 � hmÞSm þ q2Sm

mf � 2 p q hfSf þ p2 Sf :
ð20Þ

We now assume the population is at equilibrium. Then Eqs (3 and 4) imply that

½pþ ðq � pÞhm�Sm ¼ ½pþ ðq � pÞhf �Sf ; ð21Þ

which on rearranging gives

Sf ¼
pþ ðq � pÞhm

pþ ðq � pÞhf

� �

Sm: ð22Þ

Substituting these results back into Eq (19) tells us that the sexually-antagonistic load is

LSA ¼
pþ q2hf � p2hm

2½pþ ðq � pÞhf �

� �

Sm: ð23Þ

This result simplifies substantially when heterozygotes have intermediate fitness (hm = hf =
1/2):

LSA ¼ s; ð24Þ

where s is the additive fitness effect of alleleA.

Quantifying sex-specific selection using FST
We downloaded SNP data on humans from the 1000 Genomes Project [16]. The sample
includes more than 2000 individuals from 26 populations worldwide. The gene annotation file
(GRCh38) was downloaded from Ensembl [43]. We filtered the data to include only SNPs in
transcribed regions of autosomal protein coding genes. A SNP was excluded from a population
if its minor allele appeared as a singleton (28% of all SNPs), and SNPs were removed from all
populations if they were monomorphic in more than 5 populations (0.24% of all genes). The
resulting dataset includes over 6 million SNPs in 17,839 autosomal genes. In a second series of
analyses, we also included potential regulatory elements by analyzing all 34,060 transcripts pro-
filed by the Genotype-Tissue Expression Project [17] and the 1kb upstream regions of protein-
coding genes.

FST between the sexes and the genetic diversity in each population were estimated using the
R package PopGenome [44]. The FST for each gene was summarized using the mean value for
all SNPs inside that gene. The results were qualitatively unchanged when we used several alter-
native methods: the median or maximum FST (rather than the mean) of SNPs within a gene,
including singleton SNPs, and alternative estimators for FST. Likewise, results were not changed
when we excluded autosomal genes with paralogs on the X or Y chromosome.

To test for significant FST between the sexes at individual SNPs, we applied the False Discov-
ery Rate (FDR) approach using the qvalue package from R. Known SNPs inside genes with X
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or Y paralogs were removed. No SNP is significant at 5% FDR level. We further used Fisher’s
method to combine p-values across multiple populations, and then calculated corresponding q
value. Again, we were not able to find any significant SNP at the 5% FDR level. We conducted
a power analysis to determine how likely that result is to occur under different strengths of
selection (S1 File). We used parameter values corresponding to the Yoruban population
(which is the most polymorphic and so most likely to show signals of sex-specific selection).
We found that even if every one of the more than 3 million SNPs in this population experi-
enced sexually-antagonistic selectionwith a selection coefficient as large as s = 0.25, there is
about a 96% probability that none of them will show a significant FST. It is therefore unsurpris-
ing that no SNP showed significant divergence.

To learn if sex-specific selection is more prevalent among genes with certain functions, we
identified the SNP with the highest FST at each locus, since this SNP is more likely to be the tar-
get of selection.Gene set enrichment analysis was performed using online tools from the Data-
base for Annotation, Visualization and Integrated Discovery [45]. Cell adhesion, synapses,
neuron development, and several other annotation clusters are highly enriched among the loci
that fall in the top 5% of FST values (DAVID scores greater than 7; S9 Table).

Quantifying sex-biased gene expression
RNAseq data for gene expression in humans provided by the Genotype-Tissue Expression
Project [17] was queried from the Gene Expression Atlas [46]. We used expression levels in
ovaries measured in 6 females and levels in testes measured in 14 males. Relative sex bias in
expression is measured as: Δ = (m–f) / (m + f), where m and f are the normalized transcript
abundances in males and females. Our index of sex bias Δ is highly correlated (r = 0.95) with
the familiar log2 ratio of male and female expression.

To determine if the results hold for tissues other than testes and ovaries, we added the data
for all of the sex-specific somatic tissues available in the Genotype-Tissue Expression Project.
For female-specific tissues, we averaged expression in the ovary, ectocervis, fallopian tubes,
vagina, and uterus. For male-specific tissues, we averaged testes and prostate. The Twin Peaks
pattern again appears, but with the left-hand peak shifted far to the left. This shift appears to be
driven by the prostate: the original pattern reappears using the five female-specific tissues but
only testes from males, but no pattern is seen using the five female-specific tissues and prostate.
We believe that prostate does not provide a good proxy for gene expression in males: its expres-
sion profile is most similar to that of vagina, and is quite similar to other female-specific tissues
[20]. We were unable to repeat our analyses with other somatic tissues because the Gene
Expression Atlas only provides data on the average expression across both sexes.

Reanalysis of fruit fly data
Gene expression data collected by Innocenti and Morrow [7] was downloaded from Gene
Expression Omnibus (accession number GSE17013) and the probe annotation file from
Ensemble. Following Innocenti and Morrow, the log2 ratio of male and female gene expression
was estimated using the R Bioconductor packages [47]. Sex-biased expression was then trans-
formed into our Δ statistic (described above). The list of candidate genes under sexually-antag-
onistic selectionwas taken from [7]. Results shown in the main text pertain to autosomal loci,
but the Twin Peaks pattern also appears when sex-linked loci are included.

Fitting curves
The relation between sex-specific selection and sex-biased expression was determined by first
regressing FST onto Δ using polynomials. Each population was treated as a replicate. The
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optimal polynomial degree was determined using the Akaike information criterion [48] and
likelihood ratio tests. Regressions were also fit with cubic splines using generalized additive
models (GAM) implemented mgcv package [49] in R.

Following [50], we fit fourth degree polynomials to 105 bootstrap samples of the original
data. The Twin Peaks pattern were identified in a particular sample if it met three criteria: the
fit was significant (p< 0.05 by ANOVA), the leading coefficient of the polynomial was nega-
tive, and the derivative of the polynomial had three real roots in the interval [−1, 1]. The last
two criteria imply that there were two peaks (local maxima with a local minimum between
them). A heat map was used to visualize the probability density for each value of FST as a func-
tion of Δ. The result is shown in Fig 1.

A permutation test was used to test the significance of the pattern we observed in the data.
We permuted the values of Δ, fit a quartic polynomial by regression, and again used the three
criteria to determine if the Twin Peaks pattern appeared. This procedure was repeated 105

times.
The locations of the local minimum and the two local maxima for the polynomial regres-

sions were found by using the polyroot function in R [51]. The 95% confidence intervals for
these locations were estimated by bootstrapping the data 105 times.

Supporting Information
S1 Fig. Fit of Eq (18) to the minor allele frequencydistribution in the YRI population.
(PDF)

S2 Fig. Estimates of the sexually-antagonistic fitness effects at 15 loci.The loci were chosen
at random from those with sex-biased expression levels corresponding to the Twin Peaks, and
typical FST values for genes with that degree of expression bias. The maximum a posteriori
probability (MAP) estimates are shown by the large horizontal line, and the 95% credible inter-
val by the whiskers.
(PDF)

S3 Fig. The relationship of Da vs. Δ is shown by the best-fit cubic spline (blue line), and the
95% confidence interval is shown by the shaded area.
(PDF)

S4 Fig. The relationship of π vs Δ for is shown by the best-fit cubic spline (blue line), and
the 95% confidence interval is shown by the shaded area.
(PDF)

S5 Fig. The probability of detecting significantlydifferent allele frequencies in males and
females at any SNP in the YRI population as a function of the strength of sexually-antago-
nistic selection.
(PDF)

S1 Table. A polynomial regression of FST on Δ is best fit by a 4th degree polynomial.
(PDF)

S2 Table. A polynomial regression of Da on Δ is best fit by a 4th degree polynomial.
(PDF)

S3 Table. A polynomial regression of FST / (2pq) on Δ is best fit by a 4th degree polynomial.
(PDF)
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(–0.52< Δ< 0.72).
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S5 Table. A polynomial regression of FST on Δ is best fit by a 4th degree polynomialwhen
we including noncoding genes and regions 1kb upstream of coding regions.
(PDF)

S6 Table. A polynomial regression of Da on Δ is best fit by a 4th degree polynomialwhen we
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S8 Table. A polynomial regression of FST on Δ is best fit by a quadratic when Δ is small
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