**S2 Table. Description of calibration algorithms**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Group | Algorithm | Brief description | Result | Reference |
| Optimization | Grid search | In grid search, the researcher first divides each parameter range into a grid of parameter values. E.g. for a two-parameter space, the grid consists of all parameter combinations on the grid points for each of the two parameters. The simulation model is run for each parameter combination, and the “best fitting” parameter combination is chosen according to the goodness-of-fit (GOF) measure. | Single best parameter combination | [1] |
| Optimization | Latin hypercube | Urban et al. explain: “Latin hypercubes (LH) are constructed to avoid the collapsing property of grids: no two LH design points share the same value for any parameter. In the case of a two-dimensional design (Latin square), this property is equivalent to each row and each column containing exactly one design point. Unlike grids, Latin hypercubes ensemble sizes need not grow exponentially with the dimensionality of the parameter space, permitting a LH design to explore more parameters than a grid using the same ensemble size.” | Single best parameter combination | [2] |
| Optimization | Computer optimization methods (E.g. Nelder-Mead, coordinate descent with golden section search, Interior point algorithm) | Algorithmic optimization is a numerical method to find the minimum or maximum of a goodness-of-fit (GOF) measure for a multidimensional parameter space. Examples of calibration methods that routinely use algorithmic optimization include least-squares estimation, in which the squared distance is minimized; Maximum-likelihood estimation, in which the likelihood is maximized. Most algorithms of this type start at a random place in the parameter space and have an algorithm for moving towards the maximum (or minimum) until a convergence criterium is satisfied. | Single best parameter combination + optionally a confidence interval (using the hessian matrix). | [3] |
| Sampling algorithm | Rejection-Approximate Bayesian Computation (ABC) | ABC algorithms are simulation-based methods to approximate the posterior parameter distribution. ABC starts by sampling from prior distributions for the parameters under calibration. The rejection-ABC algorithm consists of running the simulation-model for each sampled parameter combination. Consequently, the model output is compared to the target statistics. The distance between the model-output and the target statistics is quantified using a GOF measure. The GOF measure for each parameter combination is then compared to a tolerance (ε), all parameter combinations with a GOF < ε are accepted. The accepted parameter combinations form the approximate posterior. Several extensions of rejection-ABC have been proposed to improve efficiency. | A sample from the approximate posterior distribution for parameter values | [4] [5]  [6] |
| Sampling algorithm | History matching | History matching with model emulation does not attempt to approximate the posterior (i.e. it does not make probabilistic statements about the parameter combinations) but is designed to reduce the parameter-search space. So strictly speaking, history matching is not a calibration method, but a pre-calibration method designed to reduce computational time for complex models. The user specifies an initial design, consisting of a grid of parameter combinations (e.g. maximin Latin hypercube design). Consequently, the simulation-model is run k times for each of these parameter combinations to produce model-outputs. Then, *emulator models* (see separate explanation below) are specified, e.g. regression models that take the model outputs as the dependent variables and the parameter combinations as explanatory variables. After this, the emulator model is used to interpolate an implausibility measure (a goodness-of-fit for emulated outcomes) for all parameter combinations within the space demarcated by the initial design space. A parameter combination with a *small value of the implausibility* measure indicates that a simulation run for the current parameter combination is likely to produce model-output that resembles the target statistics. Next, the algorithm checks whether the design parameter combinations are within the non-implausible space. If the design parameter combinations are not within the non-implausible space, the implausible regions of the parameter space are rejected, and a new wave of parameter combinations are drawn from within the non-implausible space. This process can have multiple waves until the algorithm reaches acceptance of a pre-defined number of parameter combinations. | Non-implausible region | [7] |
| Sampling algorithm | Bayesian melding | Alkema et al. explain: “In Bayesian melding, “melding” refers to combining information about the inputs and outputs of a model. Combining prior distributions with the likelihood (updating prior beliefs) gives the “posterior” distribution of the quantity of interest. Melding the prior distributions on inputs and output with the likelihood on output gives posterior distributions on inputs as well as outputs. The Bayesian melding approach produces a sample from the posterior distributions on inputs and outputs.” | A sample from the approximate posterior distributions on inputs and outputs | [8] |
|  | Model emulation | Emulation models are surrogates to replace the simulation model. To build the model emulator, the simulation-model is run to produce model-outputs for each parameter combination in the parameter range. The most basic form of an emulation model is a regression model that takes the model outputs as the dependent variables and the parameter combinations as explanatory variables. Model emulation can save computational time in case of complex simulation models that are computationally expensive to run. |  | [9][10] |
| Sampling algorithm | Markov chain Monte Carlo (MCMC) | MCMC methods are used to approximate the posterior distribution of the parameters of interest by random sampling from the parameter space. Many different versions of MCMC methods exist, we will explain the general principle behind these methods. MCMC methods start by picking a random parameter combination from the prior distribution. The model is run for this parameter value and the likelihood of the data given the model is calculated. Next, a new parameter is picked as a random value from a chosen proposal distribution around the current parameter combination (Monte Carlo part), again the likelihood for this value is calculated. Now both these likelihoods are compared and the algorithm jumps to (i.e. accepts into the posterior distribution) the new parameter combination with a probability determined by the size of the new parameter values likelihood compared to the current values likelihood (the Markov chain part). “As defined in probability theory, a Markov chain is a sequence of random variables θ1, θ2, . . ., for which, for any t, the distribution of θt given all previous θ’s depends only on the most recent value, θt−1.” When MCMC sampling converges, we have a sample from the posterior distribution. | A sample from the approximate posterior distribution for parameter values | [11] |
| Resampling step Bayesian calibration | Sampling Importance Resampling (SIR) | SIR is a method for sampling from the posterior. The first step (Sampling) is to draw a sample from the prior. The second step (Importance) involves calculating the measure of goodness-of-fit (e.g. the likelihood) for each of the parameter combinations drawn in step one. This measure of GOF is then used to compute an importance weight for each parameter combination. In the example of the likelihood, each parameter combination gets a weight proportional to the likelihood of the target statistics given the model output produced by running the model for this parameter combination. So the parameter combination with the biggest likelihood gets the largest weight. In the third and final step, we draw a sample with replacement from the parameter combinations obtained in step one, using the weights obtained in step two. The result is a sample from the posterior. SIR was found to be inefficient in many practical applications. Therefore more efficient methods such as *Incremental Mixture Importance Sampling* (*IMIS*, see below) have been developed. | A sample from the approximate posterior distribution | [12][13] |
| Resampling step Bayesian calibration | Incremental Mixture Importance Sampling (IMIS) | Similar to SIR, IMIS is a method for sampling from the posterior. The first step of IMIS consists of the SIR algorithm described above. In the second, iterative step, a multivariate normal distribution is constructed with the parameter combination with the maximum weight (i.e. maximum likelihood) from the first step as its centre. Then a new sample is drawn from the resulting multivariate normal distribution, and the process repeats itself until a convergence criterion is satisfied. After convergence, a resampling step similar to the resampling step used in SIR is used to obtain a sample from the posterior. | A sample from the approximate posterior distribution | [14] |
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