S$4 Text: Optimal estimator for 0,1 cost function is MAP estimator
The cost function associated with the LO norm is given by
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Splitting the summation for all X that do and do not equal X

r(X.x)= ZAOP(XM >, p(X)

VX=X

The first term disappears and the second term can be rewritten

The value of X that corresponds to the maximally probable X minimizes the cost.

X" = argmax p(X) (S23)

X

Thus, for the 0,1 cost function, the maximum a posteriori (MAP) estimator is the optimal
estimator.



