
 
 
Figure S3. Comparison of ICA, PCA, and AMA filters in a simulated case with two latent variable levels and 
multiple stimuli per level. The different aims of the different routines cause different filters to be selected. A 
ICA filters, B PCA filters, and C AMA filter for the simulated dataset. Upper and lower rows show the stimuli 
in the standard basis and in the filter basis. Note the difference between the AMA filters and those returned 
by the other routines. ICA finds the directions along which the marginal stimulus projections have the highest 
kurtosis. PCA find the directions for which the stimulus projections have maximum variance. AMA finds the 
directions that allow the latent variable to be decoded as accurately as possible. D Cost in subspace defined 
by these receptive fields. It is no surprise that AMA outperforms the ICA and PCA filters in this simulated 
example.  
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