# S1 - Supplemental Text

## The Spatial Association Analysis (SAA) Algorithm

The SAA algorithm functions by first measuring the Euclidian distance from each molecule in the first color channel to the nearest neighboring molecule(s) in the other color channel(s). So for a molecule in the first color channel (*p*), the distance to the nearest neighbor molecule in the second color channel (*q*) would be:

(1)

Where Δx, Δy and Δz indicate the separation of the molecules along the x, y and z axis respectively.

The resulting table of inter-molecular distances is then binned into a histogram; the bin-size is user defined, but bins of approximately ½ the lateral precision of the super resolution microscope (typically 10-20 nm for GSDM and PALM microscopes) work well. Next, the fraction of potentially interacting molecules is determined by determining the fraction of molecules in color channel 1 with nearest neighbors in the other color channel(s) separated by a distance less than the CDC (see next section, equation 4). It is important to note that this interaction is non-symmetrical, and thus the observed fraction of interacting molecules comparing channel 1 to channel 2 will be different than if channel 2 is compared to channel 1.

The above calculation identifies the number of potentially interacting molecules in the image, but does not indicate whether the observed number of interactions is greater than that expected due to chance colocalization between non-interacting molecules. Thus, it is necessary to take a Monte Carlo approach [1] to model non-interacting molecules in order to determine whether the SAA-detected interactions represent true intermolecular interactions, or chance interactions of non-associated molecules. In this approach the limits of the area (for 2D images) or volume (for 3D images) is determined by identifying the bounding box of the image, defined by the minimum and maximum *x*, *y* and *z* coordinates of molecules in the image. Next, the positions of the molecules in color channel 1 are randomized within this area/volume, producing a model of non-interacting (i.e. randomly distributed) molecules, and the SAA measure repeated utilizing the randomized channel. It is not necessary to randomize all color channels, as randomization of the primary channel alone provides the same SAA result as randomization of all color channels (data not shown). Generally, this randomization process is repeated 10 to 100 times, and the results averaged, in order to ensure that the Monte Carlo simulations produce a statistically representative sample of non-interacting molecules.

In SAA analysis, molecules undergoing *bona fide* interactions will show a statistically significant increase in the fraction of molecules separated by less than the CDC in the real images compared to the Monte Carlo simulations, while molecules undergoing exclusion will have a statistically significant decrease in the fraction of molecules separated by less than the CDC in the real images compared to the Monte Carlo simulations.

## Derivation of the Colocalization Distance Criterion

The cutoff used for SAA analysis, termed the Colocalization Distance Criterion (CDC), must take into account the precision of fluorophore detection, the desired level of statistical certainty of detecting interactions, and any image registration defects of the microscopy system used for imaging. The error induced by the limited precision of super-resolution microscopy systems is determined by the root-mean-squared error of the precision of the microscope, which for a given channel (σc) is determined by the number of photons collected. For an image containing *m* particles, this can be approximated from the width of the point-spread function *ω* (typically 200-250 nm for a high numerical aperture lens) and the number of collected photons for each particle *Ni*:

(2)

Because we are assessing multiple fluorophore channels, the cross-channel error for an image containing *n* channels is determined by calculating the root mean square error (σRMS) of the positional precision of all channels being assessed:

(3)

The result of equation 3 is then multiplied by a 90% or 95% probability cut-off (1.65 or 2.0 standard deviations respectively). To this is added the sum of any chromatic aberration or cross-channel image registration inaccuracy (Ireg), determined experimentally [2] to produce the Colocalization Distance Criterion (CDC), the distance below which molecules are considered to be potentially interacting:

(4)

It is important to note that optical aberrations or defects in image registration can lead to excessively large values of the CDC. One advantage of the statistical approach employed in SAA analysis is that this aberration/registration defect-created increase in the CDC does not measurably increase the rates of false positives or false negatives in SAA analysis (data not shown). However, not accounting for these defects when calculating the CDC can increase the rate of false negatives, through excluding interacting molecules artificially separated by these defects (data not shown). As such, it is important to accurately quantify image registration and optical aberration defects prior to engaging in SAA analysis, and many robust methods have been published for assessing these defects (e.g. [2]). Lastly, the accuracy to which intermolecular distances can be measured is limited to ~⅓rd the CDC (Fig. 1B), but the accuracy of these measurements will decrease dramatically in the presence of aberration or image registration defects.

## Ripley’s K & H Function

Ripley K function represents an easier-to-interpret measure of clustering than RDF analysis, but requires the use of molecule position files in place of images and thus is computationally intense compared to RDF analysis (Fig. S3, [7]). The K-function quantifies the average number of molecules within a radius *r* of a given particle, calculated by summing the number of particles with a Euclidian separation *dij* less than *r*, normalized to the average particle density in the image ρ and the total number of particles in the image *n*.

(6)

In MIiSR, a table of distances from each molecule to all other molecules in the data set is generated, which is then binned into a histogram of molecule numbers at increasing distance. The K function (Kr) is calculated iteratively from this histogram (tMat), along with a count of the total number of molecules in the image (N) and the average molecular density (lambda, in units of molecules/nm2):

|  |
| --- |
| %K Calculation  for kk=1:length(tMat)  Kr(kk,1) = sum(tMat(1:kk))/N;  end  Kr = Kr./lambda; |

For unclustered data, the K function returns the area of a circle of equivalent radius, thereby producing a curve proportional to πr2. In contrast, clustered data exhibits higher K values at small radii due to above-average molecular density at short distances, and lower K values at large radii due to below-average particle densities between clusters (Fig. S3A). These plots are hard to interpret, and as such the K function is usually normalized to area (L function) or area and radius (H function):

(7)

(8)

In MIiSR, these values are calculated directly from the K function and the radius (Xr):

|  |
| --- |
| % L and H Calculation  Lr = sqrt(Kr./pi());  for ii=1:length(Xr)-1  Hr(ii,1)=Lr(ii)-(Xr(ii));  end |

For unclustered data the H(r) plot will have a value of 0 at all radii, while clustered data produces a peaked curve. The average cluster radius is equal to the value of the radius at the maximum value of H(r), while increasing peak height indicates a larger portion of molecules undergoing clustering (Fig. S3A). Mean inter-cluster separation is equal to two times the radius where H(r) re-crosses the zero line. Non-uniform data that otherwise lacks significant co-clustering will display above-zero values of H(r), but will not drop below H(r) = 0 at larger radii [7].

## The Radial Distribution Function (RDF)

The RDF, also known as the pair-correlation and G functions, describes how density varies as a function of distance from a reference molecule [4,5]. Specifically, the RDF quantifies the probability of finding particles within a torus of radius *r* and thickness *dr* of another particle in a field of given density ρ:

(5)

The average cluster radius and separation distance for regularly sized and spaced clusters can be determined from the width of the first peak of G(r) and the spacing between subsequent peaks, respectively (Fig. S2A, [6]). However, the more heterogeneous nature of biological samples often produces RDF curves without secondary peaks, thus limiting analysis to average cluster radius (determined by the width of the first peak, Fig. S2A) and relative measures of the total fraction of clustered molecules, which is indicated by a downward shift of the G(r) plot [6]. Unclustered samples will result in G(r) ≈ 1 at all values of *r* (Fig. S2A, B, [6]). In MIiSR the RDF is calculated using the average molecular density (lambda), radius (Xr), the histogram of molecular distances (tMat), and the width of the bins in the histogram (BinW), all determined previously for calculation of the K function:

|  |
| --- |
| %G(r) (RDF) Calculation  for ii=1:length(tMat)  Gr(ii) = tMat(ii)/(2\*pi()\*lambda\*BinW\*(Xr(ii+1)));  end |

## Density-Based Spatial Clustering of Applications with Noise (DBSCAN) Algorithm

DBSCAN is a segmentation algorithm which identifies clusters in an image based on the principal of density reachability [8,9]. The particles *p* and *q* are considered density reachable if they meet one of two criteria: 1) *p* and *q* are considered to be *directly density-reachable* if *q* is within a distance ≤ ε of *p*, and *p* has at least *k* neighboring molecules within a distance of ε, or 2) *p* and *q* are considered to be *density-reachable* if they are separated by a distance greater than ε but are connected by a series of molecules which form of chain of directly density-reachable molecules (Fig. S4A). Specifically, in an image containing the set of *D* molecules, the ε-neighborhood of molecule *p* contains the set of molecules:

(8)

Molecule *q* is *directly density-reachable* from molecule p if the following criteria are met:

AND (9)

Alternatively, molecules *p* and *q* are *density-reachable* if connected by a chain of molecules where (P1, … , Pn), where P1 = *p*, Pn = *q* and such that Pi+1 is directly density-reachable from Pi. Any point which is neither directly density reachable nor density reachable is considered to be unclustered (i.e. noise).

It is important to note that density reachability is non-symmetrical, meaning that point *q* can be directly density-reachable from point *p*, but point *p* may not be directly density reachable from point *q*. This occurs when point *p* is at the edge of a cluster, and thus will not satisfy Nε(*p*) ≥ *k*, while point *q* would be in the core of the cluster and thus satisfy Nε(*q*) ≥ *k*. This asymmetry enables DBSCAN to not only identify clusters in images, but also imparts the unique ability to identify edge versus core points within the clusters (Fig. S4A, B):

* The molecule *p* is considered a *core point* if Nε(*p*) ≥ *k*
* The molecule *p* is considered an *edge point* if Nε(*p*) < *k*, but molecule *p* is directly density-reachable from another point.

Because both the neighborhood size (ε) and minimum cluster size (*k*) are static values, successful use of DBSCAN is limited to images where clusters have similar molecular density (Fig. 3B, Fig. S4B). Moreover, DBSCAN requires that the user provide reasonable values for both *k* and ε – parameters which are not always known *a priori*.

## Ordering Points To Identify the Clustering Structure (OPTICS) Algorithm

OPTICS was designed to overcome the limitation imparted on DBSCAN by the use of a static neighborhood size (ε). OPTICS requires the user only define the minimum number of particles to be considered a cluster (*k*), and then defines the size of the each molecules neighborhood based on measuring the *Reachability Distance* (RD) for each molecule in the image [10–12]. The OPTICS algorithm begins by creating a list of the positions of all molecules in the image, ordered such that neighboring entries in the list represent molecules which are nearest neighbors in the image. This list is then processed sequentially, starting with the first molecule in the list (*pi*, where i=1). To calculate RD two measures must be made – the first is the *core distance* (CD), defined as the Euclidian distance from *pi* to the *k*th closest molecule. Secondly, the Euclidian distance from *pi* to *pi+1* is measured. RD is defined as the larger of these two values:

(10)

(11)

The first molecule is then marked as processed, and molecules *pi+1*…*pi=n* processed sequentially. The final output of the OPTICS algorithm is thus an ordered list of molecules annotated by their reachability distance. This data is then plotted as a reachability plot, wherein the points are ordered along the *x*-axis and the reachability distance plotted on the *y*-axis (Fig. S4C-E). Clusters appear as “valleys” in the reachability plot; the “deeper” the valley the more dense the cluster. Unlike DBSCAN, OPTICS can also find clusters within clusters, as these “sub-clusters” will appear as smaller/deeper valleys inside of the larger/shallower valley of the super-cluster (Fig. S4D, [10]).

In MIiSR, CD is calculated iteratively for each molecule in the data set (pXY, where pXY is a m x 3 matrix of X/Y/Z coordinates) by calculating the distance from the current point to all subsequent points, ordering the resultant distance table by distance, and defining the CD as the kth closest point (where k is the user-set minimum cluster size):

|  |
| --- |
| % Generate CD, RD & order tables  RD = zeros(m,1);  CD = RD;  parfor ii=1:m  tPos = pXY(:,1:3); %extract x/y/z coordinates  tPos(ii,:) = []; %eliminate self-position  D = sort(sqrt((tPos(:,1)-pXY(ii,1)).^2 + (tPos(:,2)-pXY(ii,2)).^2 + (tPos(:,3)- . . .  . . . pXY(ii,3)).^2));  CD(ii)=D(k-1); %CD as most distant particle in local cluster of size k  end |

In MIiSR, RD is calculated sequentially for each molecule in the data set (pXY) by calculating the distance from the currently processed molecule to its nearest unprocessed neighbor, and recording the larger of either this value, or CD, as the RD:

|  |
| --- |
| % Calculate RD  for ii=1:(m-1)  [RD(ii+1), nnD] = min(sqrt((pXY(ii+1:end,1)-pXY(ii,1)).^2 + (pXY(ii+1:end,2)- . . .  . . . pXY(ii,2)).^2 + (pXY(ii+1:end,3)-pXY(ii,3)).^2)); %distance to remaining points  tPos = pXY(ii+1,:); %prepare to rearrange dataset  pXY(ii+1,:) = pXY(ii+nnD,:); %move closest particle to below current particle  pXY(ii+nnD,:) = tPos;  RD(ii+1) = max([RD(ii+1), pXY(ii+1,5)]); %set RD  end |

Extracting clusters from the OPTICS RD plot is more difficult than with DBSCAN. The simplest method of cluster extraction is to pick a set RD threshold, and to then define clusters as valleys in the RD plot divided by peaks which exceed the threshold. Although simple to implement, this method imparts a static neighborhood size on cluster detection, thus providing an output little different than that of DBSCAN. Several other methods have been proposed to separate clusters based on variable RD values. The original implementation of the OPTICS algorithm proposed two methods – manual (visual) identification of valleys, and a less subjective method based on identifying the edges of clusters as “steep drops” in the reachability plot [10]. Although the steepness measures provides an automated method for extracting clusters, it still requires the selection of largely arbitrary “steepness” values and is highly subjective to both noise and the value of *k* selected for the initial OPTICS analysis [11,12].

Daszykowski *et al.* [11] proposed a method which, when applied to microscopic images, would identify clusters based on correlating RD’s with the intensity of each detected fluorophore. Clusters would be identified as low-points in the reachability plot that have a high intensity value. While this method may work for super-resolution methods that rely on structured illumination (e.g. STED and SSIM microscopy [13,14]), we found that there was no correlation between the RD and the intensity of individually detected fluorophores in GSDM imaging, likely due to the stochastic nature of the imaging process (data not shown).

In this toolbox we have utilized a variation of the method proposed by Sander *et al.* [12]. This method hierarchally breaks down the RD plot, producing a nested dendogram of identified clusters within the dataset (Fig. S4C-D). This hierarchal breakdown not only allows for detection of individual clusters independent of their RD values (i.e. independent of cluster density), but also readily identifies sub-clusters within larger clusters. This algorithm begins by finding the highest RD value in the RD plot, and then divides the RD plot into “left” and “right” segments centered on this peak. The average RD for the left and right segments is calculated, and if found to be sufficiently less than the RD value of the dividing peak (this value is user-defined, but 75% is typical), the division is considered significant. The left and right segments are then split into two segments, with each split centered on the highest RD value found within the respective segment. This hierarchal breakdown of the image is continued until segments are reached that are either smaller than a user-defined minimum cluster size, or where a split does not create segments with average RD’s sufficiently smaller than the dividing peak to be considered a significant division.

The one limitation of OPTICS compared to DBSCAN is the lack of defining edge versus core molecules within clusters. A number of approaches can be taken to identify the bounding area of a cluster. This can be as simple as defining the bounding box of the cluster based on the minimum and maximum *x*, *y* and *z* coordinates of molecules within the cluster, or more sophisticated edge-tracing algorithms can be applied. We have employed convex hull analysis to define the bounding edge of clusters in our hierarchal analysis tool hierOPTICS.m, which provides a much tighter boundary to the cluster than defining a bounding box. However, convex hull calculations tend to “close over” invaginations that penetrate deeply into a cluster, and as such more robust methods such as concave hulls may need to be considered for some cellular structures [15].
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