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S2 Fig. Learning of overlapping patterns in a recurrent network without gating. (a) 
Output spike trains of the trained recurrent network are shown. Neurons were sorted according 
to their onset response times. (b) The responses to the two chunks were averaged over 20 
trials. (c) PCA was applied to obtain the low-dimensional trajectories of the trained network. 
The black, orange, and blue portions indicate the periods of random spike input, chunk 1 and 
chunk 2, respectively. The two trajectories corresponding to the two chunks were inseparable 
and the network failed to learn the chunks.


