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For any stationary policy (e.g., random choice), the sequence of states {S1, S2, ...}
forms a stationary Markov chain. Let us define the random variable T as the time of
the 1st encounter of the goal state, i.e., T is the length of the 1st episode. We connect
the expected number τi of actions to find the goal starting from state S1 = i (with
i ∈ {1, ..., 10}) to the expected number of actions τj in the possible next states S2 = j,

τi = E[T |S1 = i] = 1 +

10∑
j=1

pijτj , (1)

where pij is the probability of transitioning from state i to state j (dependent on the
stationary policy), and we have already exploited that the goal state does not
contribute in the sum because τG is by definition zero.

For a random policy (0.25 probability for each of the four actions) and the layout of
the environment in Fig 1 in the main text, we find τtrap := τ8 = τ9 = τ10 = τ1 + 4,
because it takes on average 4 actions to leave the trap states. Similarly, from state 7,
you have a probability of 1/4 to reach the goal in one step, but you can also remain in
state 7 or go to one of the trap states. Evaluating all possibilities we arrive at

τtrap = τ1 + 4,

τi+1 = 3τi − 2τtrap − 4 for i ∈ {1, ..., 6},

τ7 =
4

3
+

2

3
τtrap.

(2)

By solving this set of linear equations, we find

τ1 = 13116 , τ2 = 13104 , τ3 = 13068 , τ4 = 12960

τ5 = 12636 , τ6 = 11664 , τ7 = 8748

τ8 = τ9 = τ10 = τtrap = 13120.

(3)

The results of calculation show that, starting from state 6 (which is the starting state of
the first episode in our experiments), it takes on average more than 10000 actions to
find the goal with a random policy.
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