S3 Appendix: Model details

The full network equations for the neural tube application in Sec. Application to neural tube network are
of the form (1, 2) and taken from [24]:
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Here [S] is the level of Sonic Hedgehog signaling - the net amount of Gli activity, see [24] for details. This
is taken to be an exponential gradient, [S] = e~%/%1% where s € [0, 1.2] labels the neural tube position.
The remaining symbols in brackets indicate the concentration of the TFs. Parameters used are ap = 2,
oo = 2, aN = 2, ayp = 2, ,@p = 2, BO = 2, BN = 2, 61 = 2, wpo = 1.9, WpN = 267, wp = 384,
WON = 606, wor1 = 28.4, wos = 180, wo = 3824, WNP = 4.8, WNO = 27.1, WNI = 47.1, WNS = 373,
wn = 21.92, wip = 58.8, win = 76.2, wr = 18.72.



