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S3 Text. Generation of simulated data.

Here we explain how the underlying model parameters for Figs 1-4 are generated, and
how the artificial spike data is sampled from the model. We discuss the model
parameters used to generate the subpopulation activity. Benefit of constructing a large
network as combination of independent small subpopulations is that we can exactly
compute macroscopic network states (sparsity, entropy, and heat capacity). An
additional advantage is that one can exactly sample spiking data without utilizing
Monte Carlo methods. Furthermore, this way we do not need to scale the standard
deviation of interactions to compare different network sizes.

In order to construct smooth dynamics, the underlying time-varying parameters θ1:T

are sampled as Gaussian processes of T = 500 time bins, for i, j = 1, . . . , N :

θ1:Ti ∼ GP(µ,K),

θ1:Tij ∼ GP(0,K),
(1)

where µ is a mean vector of size T , and K is the T × T covariance matrix. For θ1:Ti , the
mean vector µ = (µ1, . . . , µT ) is modulated using an inverse Gaussian function as

µt =

{
−2 for t < 100

−2 + λ
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(
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)

for t ≥ 100,
(2)

where g(t) = 3(t− 100)/400 and λ = 3. For θ1:Tij , the mean is fixed at zero. To produce
smooth processes, the covariance matrix K dictating the smoothness for both θi and θij
is chosen as
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′|2

2σ2
2

)
, (3)

where σ1 = 12 and σ2 = 50. While the processes of the first order natural parameters
{θ1:Ti } have time-varying mean at different time points, it should be noted that the
sampled interactions {θ1:Tij } also smoothly change over time.
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