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Artificial Blood Vessel Network Generation

For this model, we continue with implementation of the three-dimensional artificial vascular network constructs as outlined by Welter et al. [1,2]. In brief, vessels are generated on a face-centered cubic lattice within a cubic tissue domain with a 6 mm edge length. Vessel generation begins at arterial and venous root nodes. An illustration of the various starting root node configurations for propagation of artificial blood vessel networks is shown in Fig A in S1 Appendix. Random elements consisting of linear or branching segments are added to each root node until vessel branches begin to overlap. Once vessel overlap occurs, connections are then formed between terminal vessels. These segments represent capillaries. Once vessels have been generated, the radii of terminal arterioles, capillaries, and venules are set to constant values. After this, the radii of the upstream and downstream vessel segments at branching connections are determined via Murray’s Law.

\[ r_p^{Mr} = r_1^{Mr} + r_2^{Mr} \]  

Where \( r_p \) is the radius of the converging vessel, \( r_1 \) and \( r_2 \) are the radii of the diverging vessels, and \( Mr \) is a constant dependent on type of vessel (artery, vein) [3,4]. Blood flow is calculated throughout the network to determine the shear stress experienced by each vessel segment. Vessels with critically low shear stress (i.e., no perfusion) are pruned from the network. After vessels are removed, additional iterations of capillary generation/pruning are performed until the number of capillaries in the network stabilizes. After generation, this process is repeated a second time with 10× increased spatial resolution. The initial vessel network was generated with a lattice constant of 100 µm. An additional iteration was performed on the vascular network, which resulted in a lattice constant of 10 µm. Further parameters for the simulated artificial vascular network can be found in Table A in S1 Appendix.

Table A. Parameters used to compute the continuum model of tumor growth.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Simulation Parameter</th>
<th>Value</th>
<th>Units</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r_{cap,min} )</td>
<td>Minimum capillary radius</td>
<td>2.5</td>
<td>µm</td>
<td>-</td>
</tr>
<tr>
<td>( r_{art,min} )</td>
<td>Minimum arteriole radius</td>
<td>2.5</td>
<td>µm</td>
<td>-</td>
</tr>
<tr>
<td>( r_{ven,min} )</td>
<td>Minimum venule radius</td>
<td>3.8</td>
<td>µm</td>
<td>-</td>
</tr>
<tr>
<td>( r_{art,max} )</td>
<td>Maximum arteriole sprout radius</td>
<td>8.0</td>
<td>µm</td>
<td>-</td>
</tr>
<tr>
<td>( r_{ven,max} )</td>
<td>Maximum venule sprout radius</td>
<td>8.0</td>
<td>µm</td>
<td>-</td>
</tr>
<tr>
<td>( MR_{art} )</td>
<td>Murray’s law constant for arteries and arterioles</td>
<td>3.00</td>
<td>-</td>
<td>[3,4]</td>
</tr>
<tr>
<td>( MR_{ven} )</td>
<td>Murray’s law constant for veins and venules</td>
<td>2.74</td>
<td>-</td>
<td>[3,4]</td>
</tr>
<tr>
<td>( D_V )</td>
<td>Edge-length of the simulation domain</td>
<td>6</td>
<td>mm</td>
<td>-</td>
</tr>
<tr>
<td>( h_V )</td>
<td>Lattice constant of the vascular network</td>
<td>10</td>
<td>µm</td>
<td>-</td>
</tr>
<tr>
<td>( n_V )</td>
<td>Size of the vascular network lattices</td>
<td>633×779×763</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
**Fig A.** Illustration of vascular root node configurations used as initial conditions for the simulations. Vascular bed types A, B, and C have alternating arterial (A) and venous (B) roots on each face of the cube. Bed types D, E, and F have nodes located at 33% and 66% along the face of the cube. Bed types G and H represent an artery or vein protruding into the tissue space. Bed types A, D, and G have roots only on a single face of the cube. Bed types B, E, and H have roots on two faces of the cube. Bed types C and F have roots on all 4 faces of the cube. Bed type I represents a cube with randomly generated root nodes that contain at least 1 arterial and 1 venous root. Modified from Welter M et al. PLOS ONE 2016 11(8): https://doi.org/10.1371/journal.pone.0161267 [2]
Previous studies have documented that murine tissue has higher rates of oxygen (O$_2$) consumption compared to human tissue. Because of the increase in O$_2$ consumption, healthy mouse tissue tends to have higher microvascular density (MV D) compared to human tissue [5]. To account for this difference in MV D, we varied the critical diffusion distance of O$_2$ (i.e., intercapillary distance) when generating vascular networks from 100 µm in human vascular generation to 45 µm in murine vascular generation. The decrease in O$_2$ diffusion in the murine model is directly related to the increased O$_2$ in healthy murine tissue [6, 7].

**Continuum Model for Tumor Expansion**

The model for tumor expansion is based on tissue models employed in the Tumorcode framework [1]. Here the tissue is modeled as a mixture of incompressible fluids including volume fraction of tumor cells ($\phi_T$), volume fraction of normal cells ($\phi_N$), volume fraction of necrotic cells ($\phi_D$), volume fraction of the extracellular matrix (ECM) ($\phi_E$), and volume fraction of the interstitial fluid ($\phi_F$). Here volume fraction of cells ($\phi_C$) can be expressed as a summation of various cell fractions ($\phi_C = \phi_T + \phi_N + \phi_D$). Additionally, $\phi_F$ is expressed as the remaining volume after the cells and matrix ($\phi_F = 1 - \phi_C - \phi_E$). We consider tumor cells and normal cells to be immiscibly separated at the interface of the tumor region ($\Omega_T$) as defined in Equation 2.

$$\phi = \begin{cases} \phi_T + \phi_D & \in \Omega_T \\ \phi_N + \phi_D & \in \Omega \end{cases} \quad (2)$$

All cell fractions move along the cell fluid velocity field ($v_\phi$) driven by a gradient in glsparad as outlined by the momentum balance in Equations 3, 4, and 5 using cell mobility constant ($K_\phi$), source term for cell growth ($Q_\phi$), and source term for cell death ($Q_D$).

$$v_\phi = -K_\phi \nabla (\phi P) \phi \quad (3)$$

$$Q_\phi = \frac{\partial \phi}{\partial t} + \nabla \cdot (\phi v_\phi) \quad (4)$$

$$Q_D = \frac{\partial \phi_D}{\partial t} + \nabla \cdot (\phi_D v_\phi) \quad (5)$$

The corresponding values for $Q_\phi$ and $Q_D$ are expressed as a summation of rate of cell expansion via proliferation ($Q_P$), rate of cell death via apoptosis ($Q_A$), and rate of cell death via necrosis ($Q_D$) as shown in Equations 6 and 7. Here when $\phi_N$ and $\phi_T$ die via necrosis, the corresponding volume fractions convert to $\phi_D$ which is unable to be cleared in the system. Apoptosis leads to complete elimination of cells.

$$Q_\phi = Q_P^C + Q_A^N + Q_D^N + Q_P^E + Q_A^T + Q_D^T \quad (6)$$

$$Q_D = -Q_P^D - Q_D^T \quad (7)$$

We model $Q_P$ as a function of cell packing density ($\phi_C$) and on the available nutrients in the environment ($C$). Here we model cell proliferation as a linear rate dependent on equilibrium density (homeostatic cell volume fraction ($\phi_0$)), rate constant for cell proliferation ($\gamma_P$), and sensitivity to density variations ($\sigma_P$). Additionally, we assume that at the critical low nutrient threshold for proliferation ($\xi_P$), all proliferative activity stops ($Q_P = 0$). Furthermore, when the nutrient concentration is suitably high, the rate constant for cell apoptosis ($\gamma_A$) is negligible. Taken together, this can be expressed as shown in Equation 8.

$$Q_P = \phi \max[\min \left[ \frac{\gamma_P}{\sigma_P} (\phi_0 - \phi), \gamma_A \Theta(C - \xi_P) \right], 0] \quad (8)$$
We can then calculate $Q^A$ as a function of $\gamma^A$ and cell fraction when the nutrient concentration is less than $\zeta^P$, as shown in Equation 9.

$$Q^A = -\phi \gamma^A (1 - \Theta(C - \zeta^P)) \quad (9)$$

Because necrosis only occurs when the nutrient concentration is below a critical low nutrient threshold for necrosis ($\zeta^D$) ($C < \zeta^D < \zeta^P$), we use the smoothed Heaviside Function as shown in Equation 10 to calculate $Q^D$.

$$Q^D = -\phi \gamma^D (1 - \Theta(C - \zeta^D)) \quad (10)$$

The rate of tumor expansion can then be described with a level set field on an auxiliary field ($\theta(x)$) of the distance ($x$) to the tumor interface such that $\theta(x) < 0$ for $x \in \Omega_T$ according to Equations 11 and 12.

$$\dot{x} \cdot n = v \phi \cdot n \text{ for } x \in \partial \Omega_T \quad (11)$$

$$\frac{\partial \theta}{\partial t} + v \phi \cdot \nabla \Theta = 0 \quad (12)$$

Where $\Theta$ is a smoothed Heaviside step function. The pressure can be expressed with a linear elastic system using the elastic modulus ($E$) where no pressure is exerted on cells when the $\phi_C$ is less than volume fraction of cells in the fully relaxed state ($\phi_R$) as shown in Equation 13.

$$P_\phi(\phi_C) = \max(E(\phi_C - \phi_R), 0) \quad (13)$$

For this system, we follow the numerical implementation previously developed by Welter et al. [1]. The parameters used in this model can be found in Table B in S1 Appendix.

### Table B. Parameters used to compute the continuum model of tumor growth modified from those used by Welter et al. [1]

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Simulation Parameter</th>
<th>Value</th>
<th>Units</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h_{\Omega}$</td>
<td>Tumor lattice constant</td>
<td>30</td>
<td>µm</td>
<td>-</td>
</tr>
<tr>
<td>$n_{\Omega}$</td>
<td>Tumor lattice size</td>
<td>[211,225,227]</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$R_{\Omega,0}$</td>
<td>Initial tumor diameter</td>
<td>500</td>
<td>µm</td>
<td>[1]</td>
</tr>
<tr>
<td>$\phi_e$</td>
<td>ECM fraction</td>
<td>0.2</td>
<td>-</td>
<td>[1]</td>
</tr>
<tr>
<td>$K_{\phi,E}$</td>
<td>Cell mobility $\times$ Elastic modulus</td>
<td>$5 \times 10^3$</td>
<td>µm²/hr</td>
<td>[1]</td>
</tr>
<tr>
<td>$\gamma_T^P$</td>
<td>Tumor cell proliferation rate</td>
<td>1/24</td>
<td>hr⁻¹</td>
<td>[1]</td>
</tr>
<tr>
<td>$\gamma_N^P$</td>
<td>Normal cell proliferation rate</td>
<td>1/24</td>
<td>hr⁻¹</td>
<td>[1]</td>
</tr>
<tr>
<td>$\gamma_T^A$</td>
<td>Tumor cell apoptosis rate</td>
<td>0</td>
<td>hr⁻¹</td>
<td>[1]</td>
</tr>
<tr>
<td>$\gamma_N^A$</td>
<td>Normal cell apoptosis rate</td>
<td>1/240</td>
<td>hr⁻¹</td>
<td>[1]</td>
</tr>
<tr>
<td>$\gamma_T^D$</td>
<td>Tumor cell necrosis rate</td>
<td>1/48</td>
<td>hr⁻¹</td>
<td>[1]</td>
</tr>
<tr>
<td>$\gamma_N^D$</td>
<td>Normal cell necrosis rate</td>
<td>1/48</td>
<td>hr⁻¹</td>
<td>[1]</td>
</tr>
<tr>
<td>$\sigma_\phi$</td>
<td>Cell pressure sensitivity</td>
<td>0.1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\phi_{0,T}$</td>
<td>Tumor homeostatic cell fraction</td>
<td>0.6</td>
<td>-</td>
<td>[1]</td>
</tr>
<tr>
<td>$\phi_{0,N}$</td>
<td>Normal homeostatic cell fraction</td>
<td>0.4</td>
<td>-</td>
<td>[1]</td>
</tr>
<tr>
<td>$\zeta^P$</td>
<td>Nutrient proliferation threshold</td>
<td>0.3</td>
<td>-</td>
<td>[1]</td>
</tr>
<tr>
<td>$\zeta^D$</td>
<td>Nutrient necrosis threshold</td>
<td>0.03</td>
<td>-</td>
<td>[1]</td>
</tr>
</tbody>
</table>
Vascular Remodeling During Tumor Growth

As with the previously developed models, we continue to use the 5 part vascular remodeling system developed previously \[2, 8, 9\]. These 5 parts include: (1) angiogenic sprouting, (2) sprout progression, (3) circumferential expansion, (4) vessel wall degradation, and (5) vessel wall collapse. Angiogenic sprouting occurs on lattice sites occupied by vessels with a vessel tip cell sprouting probability \(p_{\text{sprout}}\) proportional to the concentration of vascular endothelial growth factor (VEGF) \(C_{\text{VEGF}}\) surrounding the vessel node, the vessel tip cell sprouting probability \(p_{\text{sprout, max}}\) and the characteristic time step \(\Delta t\) as described in Equation 14.

\[
p_{\text{sprout}} = \frac{p_{\text{sprout, max}} C_{\text{VEGF}} \Delta t}{V_{\text{sprout}} + C_{\text{VEGF}}}
\]

(14)

Once new sprouts have emerged, an exclusion radius is defined around the base of the vasculature where no new tip cells can be generated. Additionally, new sprouts are only able to emerge if there is an empty node available. Once the new sprout has emerged it can move to an adjacent node with a \(C_{\text{VEGF}}\) biased probability depending on the occupancy of surrounding nodes \((N_j, N_k)\), lattice length scale \((l_s)\), sprout cell mobility constant \((K_{\text{sprout}})\), sprout mobility constant \((M_c)\), chemotactic sensitivity \((\gamma_c)\), and \(\Delta t\) as shown in Equation 15.

\[
p(i \rightarrow j) = \frac{\Delta t K_{\text{sprout}}}{l_s^2 \Delta x^2} \left(1 - N_j\right) \left(1 + \frac{\gamma_c C_{\text{VEGF}, i} - C_{\text{VEGF}, j}}{l_s \Delta x} \sum_{k \in \Omega} \left(1 - N_k\right) + M_c\right)
\]

(15)

When environmental \(C_{\text{VEGF}}\) concentration exceeds critical VEGF concentration \(C_{\text{VEGF}, \text{crit}}\), vessels switch from sprouting to circumferential growth. In this regime, we assume that endothelial cells (ECs) proliferate at a constant rate (time for EC proliferation \(t_{\text{EC}}\)) leading to an increase in blood vessel radius \(r_{\text{ves}}\) up to an upper limit for the \(r_{\text{ves, max}}\). Inside the tumor, vessel wall stability \((w)\) can degrade at a constant rate \(\Delta w\). Additionally, elevated solid pressure \((P_\phi)\) can lead to pinching of blood vessels if \(P_\phi\) is less than \(P_{\text{ves}}\), wall shear stress \((\tau_w)\) is less than critical wall shear stress \((\tau_{w, \text{crit}})\), and \(w\) is less than vessel wall stability \((w_{\text{crit}})\). Here we calculate \(\tau_w\) using the difference in blood pressure \((P)\) between connected nodes \((\Delta P)\), \(l_s\), and \(r_{\text{ves}}\) as shown in Equation 16.

\[
\tau_w = \frac{r_{\text{ves}} \Delta P}{l_s}
\]

(16)

Assumptions

To prepare the model we made the following assumptions: (1) The rate of \(O_2\) offloading \((k_{\text{off}, O_2})\) of hemoglobin (Hb) in red blood cells (RBCs) and Hb-based \(O_2\) carriers (HBOCs) is considerably faster than the vessel residence time. (2) Zeroth order approximation that the variation of the partial pressure of dissolved \(O_2\) \((p_{O_2})\), hematocrit \((HCT)\), and fluid velocity \(\bar{v}\) is negligible in radial direction as described previously. (3) Transvascular diffusive \(O_2\) transport is dominant compared to transvascular convective \(O_2\) transport. (4) Blood flow can be modeled according to Hagen-Poiseuille’s law for flow through tubes. (5) The effective viscosity \((\mu_{\text{eff}})\) of blood in microvessels varies according to the Fahraeus-Lindqvist effect. (6) RBCs tend to flow into branches with higher blood flow according to the Zweifach-Fung effect \([10–13]\). (7) HBOCs are small enough to maintain constant concentration within the plasma. (8) The maximum normal arterial \(p_{O_2}\) is 100 mm Hg. (9) Tissue \(O_2\) consumption outside of the system is unchanged by hemodilution or HBOC transfusion.

Microvascular Flow Model

For this model, vascular segments are approximated as 1-dimensional tubular constructs connecting two nodes within the face-centered cubic lattice. Within this lattice, we calculate the
blood pressure \((P)\) at each node along with blood volumetric flow rate \((Q)\) and \(HCT\) for each vessel. Here \(Q\) is calculated according to the Hagen-Poiseuille law for flow through tubes using the vessel length \((l)\), \(r_{ves}\), plasma viscosity \((\mu_{plasma})\), relative blood viscosity \((\mu_{rel})\), and \(\Delta P\) as shown in Eq 17 (Assumption 4). Here we assume that \(\mu_{plasma}\) varies with the dose of HBOC as described previously [14].

\[
Q = \frac{\pi r_{ves}^4 \Delta P}{8 \mu_{rel} H_{plasma}}
\]  

(17)

Where \(\mu_{rel}\) is calculated with \(r_{ves}\) and \(HCT\) according to the Fahraeus-Lindqvist effect (Assumption 5) using the in vivo derived correlations for \(\mu_{rel}\) developed by Pries et al. [15]. While this model was originally developed using data obtained from the rat mesentery, the viscosity of rat blood is relatively similar to human blood [16]. Thus, we continue to use it for simulating human blood flow in our model. The equations relating \(HCT\) and \(r_{ves}\) to \(\mu_{rel}\) is shown in Eqs 18, 19 and 20.

\[
\mu_{rel} = \left[1 + (\mu_{0.45}^{*} - 1) \cdot \frac{(1 - H)^{C} - 1}{(1 - 0.45)^{C} - 1} \cdot \frac{2 r_{ves}}{2 r_{ves} - 1.1} \right] \cdot \frac{2 r_{ves}}{2 r_{ves} - 1.1}^2
\]

(18)

\[
\mu_{0.45} = 6e^{-0.17 r_{ves}} + 3.2 - 2.44e^{-0.12 r_{ves}^{0.645}}
\]

(19)

\[
C = (0.8 + e^{-0.15 r_{ves}}) \cdot (-1 + (1 + 10^{-11} (2 r_{ves})^{12} - 1) + 1 + 10^{-11} (2 r_{ves})^{12} - 1)
\]

(20)

The pressure at the boundary condition (BC) \((P_{BC})\) is set at a fixed value depending on \(r_{ves}\) and if the vessel is an artery \((A_3 = -1)\) or vein \((A_3 = 1)\) as defined by Eq 21 [2, 17, 18].

\[
P_{BC}(r_{ves}) = A_2 + \frac{A_1 - A_2}{1 + e^{\frac{A_3 r_{vess} - r_0}{\Delta r}}}
\]

(21)

Unfortunately, mice have much lower whole blood viscosity compared to both humans and rats [16, 19]. At equivalent hematocrits and low, the viscosity of mouse blood in microcirculatory networks is half of the viscosity of human and mouse blood. However; at sufficiently high shear rates the viscosity of mouse blood instead only around 80-90 percent that of human and mouse blood [16]. Given this, we assume that \(\mu_{rel}\) is approximately 75 percent the value estimated by Pries et al. [20, 21]. This change to the blood viscosity calculation was verified with data from intravital microscopy described in a following section.

Additionally, we assume that RBCs in this model tend to flow into branches that have higher \(\bar{v}\) in accordance with the Zweifach-Fung effect (Assumption 6) [10–13]. This phase separation effect results in heterogeneous distributions of \(HCT\) in daughter arterioles and capillaries. To calculate these effects, we use the correlations developed by Pries et al. [20]. We continue to use Tumorcode’s built-in depth-first graph traversal algorithm to determine \(HCT\) distribution in the microvascular network [2, 22]. In addition, we assume that the diffusivity of HBOCs within the vascular network is high enough such that it has a constant concentration in the plasma phase (Assumption 7). This would imply that the total amount of Hb and thus O2 bound to Hb may increase in poorly perfused vessels, as illustrated in Fig B in S1 Appendix.

To judge if this assumption was appropriate, we examined the Reynolds number \((Re)\) and the Stokes number \((Stk)\). In arterioles, capillaries, and venules, \(Re\) is very low (< 0.7) such that the Stokes flow approximation is appropriate [23]. Thus, \(Stk\) for the HBOC (polymerized human hemoglobin (hHb) (PolyhHb)) can be calculated by Eq 22.

\[
Stk = \frac{\bar{\nu}p_{PolyhHb}D_{PolyhHb}}{36 \mu_{plasma} r_{ves}}
\]

(22)

Based on a PolyhHb density \((p_{PolyhHb})\) of 1 g/mL, a maximum observed hydrodynamic diameter of PolyhHb \((D_{PolyhHb})\) of 100 nm, arteriole \(\bar{v}\) of 2 cm/s, enhanced \(\mu_{plasma}\) of 1.8 cp
Fig B. Illustration of how HBOC perfusion will alter vascular Hb distributions. In the unsupplemented case (A) there is much less Hb available in the poorly perfused vessel. During HBOC transfusion, the HBOC in the plasma increases the total Hb available in the poorly perfused branch.

and a capillary diameter of 5 µm, the resulting Stk number is $1.2 \times 10^{-6}$. Since the resulting stokes number is small ($<< 1$), the motion of the HBOC is tightly coupled with fluid motion. Because of this, we coupled the concentration of HBOC in the plasma ($C_{HBOC}$) with the plasma volume as described in Eq 23.

$$C_{HBOC,v} = C_{HBOC,\text{plasma}}(1 - HCT) \quad (23)$$

Taking these systems together, we can perform a mass balance across the non-boundary nodes ($v$) accounting for total blood flow $Q$, RBCs ($HCT$), HBOCs ($C_{HBOC}$). as described in Eqs 24, 25, and 26.

$$\sum_v Q_v = 0 \quad (24)$$

$$\sum_v HCT_v Q_v = 0 \quad (25)$$

$$\sum_v C_{HBOC,v} Q_v = 0 \quad (26)$$

To solve this system, we use the Trilinos based Tumorcode solution package outlined by Welter and Fredrich et al. [2, 18].

**Adaptation in the Vascular Network**

Because the volume of HBOC transfusion results in a significant change in $HCT$ and an increase in $\mu_{eff}$, we must also take into account vascular adaptation due to smooth muscle cell stimulated contraction and relaxation. Here we employ the 3 part dynamic vascular adaptation model developed by Pries et al. [24]. For this model, we consider 3 stimuli: (1) the hemodynamic stimulus ($S_H$), (2) the metabolic stimulus ($S_M$), and (3) the conducted stimulus ($S_C$). In addition to these three stimuli, we model the tendency for the vessel to constrict as a constant. To update the vasculature, we assume that small changes in vasculature structure occur at a shorter timescale than endothelial cell division. Because surface area scales linearly with the radius, we limit this by restricting the final radius to no more than $1.75 \times$ the initial radius. We
can then model a small scale temporal evolution of the vascular segments using the vascular adaptation stimuli (**S**) and the stimuli sensitivity (**γ**) as described in Eq 27.

\[
 r_{ves}(t + \Delta t) = r_{ves}(t) \left(1 + \gamma_s \Delta t (S_H + S_M + S_C) - k_s \right)
\]  

\( S_H \) is calculated using \( \tau_w \), reference wall shear stress (\( \tau_{ref} \)), and set point wall pressure (\( \tau(\bar{P}) \)) as outlined in 28.

\[
 S_H = k_w \log(\tau_w) - k_p \log(\tau(\bar{P})) 
\]  

The first term in this equation approximates the vasodilative effect of shear stress experienced by endothelial cells regulating smooth muscle cell relaxation [25]. The second term in the equation represents the stimuli from the transmural pressure, which balances vasorelaxation. This transmural stress is approximated with Eq 29

\[
 \tau(\bar{P}) = 100 - 86 \times 10^2 \times (\log_{10}(\bar{P}))^{2.5} 
\]  

The \( S_M \) is used to approximate the metabolic needs of the tissue surrounding the vessel using the metabolic stimuli constant (\( k_{meta} \)), reference flow (\( Q_{ref} \)), \( Q \), and HCT as shown in Eq 30.

\[
 S_M = k_{meta} \log\left(\frac{Q_{ref}}{Q \cdot HCT} + 1\right) 
\]  

Where \( k_{meta} \) is a composite term that encompasses blood flow and changes in metabolic state. For example, if the metabolic demand of the tissue space outstrips the \( O_2 \) supply, then the segment can be stimulated to increase vascular flow. This effectively stabilizes the vascular diameters when the \( Q \) (and thus \( \tau_w \)) is relatively low.

\( S_C \) represents the regulatory signals that propagate throughout the microvascular network. This stimuli is calculated by taking the sum of metabolic and conducted stimuli from downstream vessel segments. Here the conducted signal is assumed to decay exponentially along the network according to a length constant (\( L \)) as shown in Eq 31.

\[
 S_{C,f} = S_{MA} + S_{MB} + S_{Ce}e^{-x_a/L} + S_{Cf}e^{-x_b/L} 
\]  

Because of the computational cost of this recursive system, \( S_C \) is damped with a reference constant (\( k_{cond} \)) and stimuli (\( S_{C,ref} \)) as defined in Eq 32.

\[
 S_C = k_{cond} \frac{S_{C,f}}{S_{C,f} + S_{C,ref}} 
\]  

Each of these terms is balanced by the tendency of vessels to shrink without any stimuli (\( k_s \)). For normal tissue we use the parameters estimated by Pries et al. [24] and recently reverified by Fredrich et al. [26] However because these parameters have been obtained from healthy vascular tissue, they may not apply to tumor tissue characterized by aberrant microvascular structures. For example, \( S_C \) represents the ability of endothelial cells to communicate via electrical signals at the endothelial cell gap junction [27–29]. Within the tumor micro-environment, the structure of the endothelial cells, smooth muscle cells, and membrane is uncoordinated [30–32]. This can lead to a reduction in both electrical signals between cells (\( S_C \)) and vasorelaxation from the absence of smooth muscle cell coupling (\( k_s \)). Because of these characteristic changes within the tumor structure, we instead use the altered vascular stimuli within the tumor micro-environment determined by Secomb et al. [33]. The model parameters used in our adaptation model are shown in Table C in S1 Appendix.
### Table C. Parameters used to compute transfusion enhanced microvascular adaptation.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Simulation Parameter</th>
<th>Normal</th>
<th>Tumor</th>
<th>Units</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>γ_s</td>
<td>Stimuli sensitivity</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>[24]</td>
</tr>
<tr>
<td>Δt</td>
<td>Adaptation timestep</td>
<td>0.1</td>
<td>0.1</td>
<td>-</td>
<td>[26]</td>
</tr>
<tr>
<td>k_w</td>
<td>Wall shear sensitivity constant</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>[24]</td>
</tr>
<tr>
<td>k_s</td>
<td>Transmural pressure sensitivity constant</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>[24]</td>
</tr>
<tr>
<td>k_{meta}</td>
<td>Metabolic sensitivity constant</td>
<td>0.83</td>
<td>0.83</td>
<td>-</td>
<td>[24]</td>
</tr>
<tr>
<td>Q_{ref}</td>
<td>Reference flow rate</td>
<td>40</td>
<td>40</td>
<td>nL/min</td>
<td>[24]</td>
</tr>
<tr>
<td>k_{cond}</td>
<td>Conducted sensitivity constant</td>
<td>2.74</td>
<td>0.2</td>
<td>-</td>
<td>[24,33]</td>
</tr>
<tr>
<td>S_{C,ref}</td>
<td>Reference conducted stimuli</td>
<td>20</td>
<td>20</td>
<td>-</td>
<td>[24]</td>
</tr>
<tr>
<td>L</td>
<td>Reference length</td>
<td>1500</td>
<td>1500</td>
<td>µm</td>
<td>[24]</td>
</tr>
<tr>
<td>k_s</td>
<td>Shrinking constant</td>
<td>1.79</td>
<td>0.8</td>
<td>-</td>
<td>[24,33]</td>
</tr>
</tbody>
</table>

### Quantifying Bulk Morphological Data

We approximate $MVD$ as the volume averaged length density using vessel $l$ as shown in Equation 33.

$$MVD = \frac{1}{|\Omega|} \sum_{v \in V} l_v$$  \hspace{1cm} (33)

We approximate regional blood volume ($RBV$) by calculating the volume of each vessel with $l$ and $r_{ves}$ as shown in Equation 34.

$$RBV = \frac{1}{|\Omega|} \sum_{v \in V} \pi r_{ves,v}^2 l_v$$  \hspace{1cm} (34)

For regional blood flow ($RBF$) we take a volume average of $Q$ through inlet vessel nodes at the boundary of the tissue space ($\mathbb{V} \cap \mathbb{I}$) as shown in Equation 35.

$$RBF = \frac{1}{|\Omega|} \sum_{v \in \mathbb{V} \cap \mathbb{I}} Q_v$$  \hspace{1cm} (35)

In addition to calculating morphological data, we can also examine bulk properties associated with tissue Hb content and overall O$_2$ transport. Hb concentration in the tissue ($C_{Hb,tis}$) can be calculated with mean corpuscular Hb concentration ($MCHC$), HCT, and blood volume as defined in Equation 36.

$$C_{Hb,tis} = \frac{MCHC}{|\Omega|} \sum_{v \in V} HCT \pi r^2 l_v$$  \hspace{1cm} (36)

To calculate the percentage of Hb saturated with O$_2$ within the tumor we first calculate oxygenated Hb (oxyHb) concentration in the tissue ($C_{oxyHb,tis}$) by taking the integral of equilibrium saturation ($Y$) along vessel ($v$) as shown in Equation 37. We can then determine tissue Hb saturation ($S_{Hb,tis}$) by dividing $C_{oxyHb,tis}$ by $C_{Hb,tis}$ as shown in Equation 38.

$$C_{oxyHb,tis} = \frac{MCHC}{|\Omega|} \sum_{v \in V} HCT \pi r^2 \int_{l_v} Y_{Hb}(pO_2,v,z) dz$$ \hspace{1cm} (37)
\[ S_{\text{Hb,tis}} = \frac{C_{\text{oxyHb,tis}}}{C_{\text{Hb,tis}}} \] (38)

For the HBOC transfusions, we can calculate similar values for HBOC concentration in the tissue \( C_{\text{HBOC,tis}} \), oxygenated HBOC concentration in the tissue \( C_{\text{oxyHBOC,tis}} \), and tissue Hb saturation \( S_{\text{HBOC,tis}} \) using the blood vessel volume, \( C_{\text{HBOC}} \) and HBOC equilibrium saturation \( Y_{\text{HBOC}} \) as described in Equations 39, 40, and 41.

\[ C_{\text{HBOC,tis}} = \frac{1}{|\Omega|} \sum_{v \in V} C_{\text{HBOC}} \pi r^2 l_v \] (39)

\[ C_{\text{oxyHBOC,tis}} = \frac{1}{|\Omega|} \sum_{v \in V} \left[ C_{\text{HBOC}} \pi r^2 \int_{l_v} Y_{\text{HBOC}}(pO_{2,v}, z) dz \right] \] (40)

\[ S_{\text{HBOC,tis}} = \frac{C_{\text{oxyHBOC,tis}}}{C_{\text{HBOC,tis}}} \] (41)
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